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Foreword

Attacks with ransomware currently represent the greatest threat to companies and public
authorities. Time and again, criminals successfully compromise and blackmail those affected,
including critical infrastructures such as hospitals or entire supply chains of manufacturing
companies.

Unfortunately, alongside recurring software vulnerabilities, employees also represent another
gateway for attacks of this kind; they fall victim to increasingly sophisticated digital traps -
otherwise known as social engineering.

At the BSI we aim to support companies, public authorities and critical infrastructure facilities
to properly secure themselves against risk. This is what our BSI IT-Grundschutz stands for. As
well as technical and staffing recommendations, the latest edition of the IT-Grundschutz
Compendium provides users with useful tips for securing their organisation and
infrastructure.

It is important to us is that IT-Grundschutz is sustainable in practice. Only a holistic approach
works: thinking about people, structures and technology as a single entity. Examples of these
are the security considerations for building automation and control systems (BACS) or remote
maintenance in industry that are included in this new edition.

At the BSI, we aim to support you with this revision work. Feel free to contact my colleagues if
you have questions or suggestions for improvement.

We can only make Germany digitally secure by working together. This is what the BSI stands
for.

Arne Sch6nbohm

President of the Federal Office for Information Security
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What’s New in the IT-Grundschutz
Compendium

The 2022 edition of the IT-Grundschutz Compendium contains a total of 104 IT-Grundschutz
modules. These include 7 new IT-Grundschutz modules and the 97 modules from the 2021
edition. Of these, 16 modules were revised for the 2022 edition.

New Modules

The following 7 new IT-Grundschutz modules have been added in five different layers:

e OPS.1.1.7 System Management

e OPS.1.2.6 NTP Time Synchronisation

e APP.4.4 Kubernetes

e SYS.1.6 Containerisation

e [IND.3.2 Remote Maintenance in Industry

e INF.13 Technical Building Management (TBM)

e INF.14 Building Automation and Control Systems (BACS)

Revised Modules

After the publication of the last edition of the IT-Grundschutz Compendium in February 2021,
the IT-Grundschutz team received a considerable amount of valuable feedback from IT-
Grundschutz users. Advice on individual aspects and feedback from the professional practices
of chief information security officers and other experienced users help to make the contents
even more up to date and practical. The individual module texts were then reviewed and
revised so that 16 IT-Grundschutz modules were updated in the 2022 edition.

The IT-Grundschutz modules were revised to varying extents. The changes are classified as
follows:

o Extensive changes that can impact certification processes or existing security policies
can be found in separate change logs. Such changes are found in 14 modules from the
2021 edition. The “Change Logs (2022 Edition)” are contained in the following section
and published on the BSI website under the heading IT-Grundschutz Compendium.

e Minor linguistic and editorial changes and revisions that aim to provide for better
comprehensibility are not listed in a separate change log. In cases where there have
only been minor revisions of this kind to IT-Grundschutz modules, this has only been
indicated by changing the date in the footer to the current edition. Such changes are
found in 2 modules from the 2021 edition.

IT-Grundschutz modules from the 2021 edition that have been revised and for which a change
log is available:

e CON.3 Backup Concept



e CON.8 Software Development

e CON.10 Development of Web Applications
e OPS.1.1.5 Logging

e OPS.1.1.6 Software Tests and Approvals

e (OPS.1.2.5 Remote Maintenance

e APP.3.1 Web Applications and Web Services
e APP.4.3 Relational Database Systems

e APP.6 General Software

e SYS.1.1 General Server

e SYS.1.5 Virtualisation

e SYS17IBMZ

e SYS.2.1 General Client

e SYS.2.2.3 Windows 10 Clients

IT-Grundschutz modules from the 2021 edition with minor revisions:

e APP.1.2 Web Browsers

e INF.2 Data Centre and Server Room

Errata and revised modules

In spite of careful, multi-stage quality assurance, errors and inaccuracies cannot always be
avoided in a work as extensive as the IT-Grundschutz Compendium. Due to the rapid
development cycles in information technology, concepts and requirements from IT-
Grundschutz may also no longer be fully applicable as of the publication date of each edition.

Users who notice errors or other problems are invited to report them to
grundschutz@bsi.bund.de. All comments from users will be reviewed by the IT-Grundschutz
team and incorporated as appropriate into the next edition of the IT-Grundschutz
Compendium.

In the course of the year, drafts of revised modules may also appear that have already been
updated accordingly.

Necessary corrections that occur after the editorial deadline for the current edition will be
published in “Errata zur Edition 2022” [Errata for the 2022 Edition] on the IT-Grundschutz
website at https://bsi.bund.de/grundschutz under the heading “IT-Grundschutz
Compendium”. They will replace the corresponding erroneous statements in the IT-
Grundschutz Compendium.



mailto:grundschutz@bsi.bund.de
https://bsi.bund.de/grundschutz

IT-Grundschutz — The Basis for
Information Security

Why is Information Security Important?

Information is an essential asset for companies and public authorities, which is why it requires
adequate protection. Today, most business processes and specialised tasks in the economy and
public administration are no longer imaginable without IT support. Reliable information
processing and the technology it involves are indispensable in maintaining operations. In
many cases, however, inadequately protected information is an underestimated risk factor
that can even pose an existential threat. At the same time, basic IT protection and a reasonable
level of information security can be achieved with relatively modest resources. In IT-
Grundschutz, the BSI offers organisations practicable methods for appropriately protecting
their information. The combination of the IT-Grundschutz methodologies for basic, core and
standard safeguards and the IT-Grundschutz Compendium outlines security requirements for
establishing an information security management system (ISMS) in different operational
environments, which ultimately facilitates the secure handling of information. IT-
Grundschutz can be used by small and medium-sized companies (SME) as well as large
organisations to establish a management system for information security. However, successful
implementation of the IT-Grundschutz Compendium requires that an organisational unit (IT
operations) is established to set up, operate, monitor and maintain internal IT.

Due to their dependency on IT systems, organisations that are affected by security incidents
face a greater risk of suffering damage to their image. They need to adequately protect the
information they process and to plan, implement and monitor their security safeguards with
the requisite care. Here, it is important not to focus solely on the security of IT systems;
information security must be viewed holistically. It also depends greatly on the framework
conditions at hand in terms of infrastructure, organisation and personnel. It is vital not to
neglect operating environment security, adequate employee training, service reliability,
proper handling of sensitive information and many other important aspects.

Deficiencies in information security can, after all, lead to significant problems. The types of
potential damage can be assigned to different categories:

e Loss of Availability
If basic information is not available, this is usually noticed quickly, especially when it
means tasks cannot be continued. If an IT system is down, it may be impossible to
execute financial transactions, place online orders or carry out production processes,
for example. Even if the availability of certain information is only restricted in some
way, the business processes or specialised tasks within an organisation can still be
affected.

o Loss of Confidentiality of Information
Every citizen and customer wants their personal data to be handled confidentially.
Every company knows that the competition is interested in confidential internal data
about turnover, marketing, research and development. The accidental disclosure of
information can result in serious damage in many areas.



Loss of Integrity (Correctness of Information)

Falsified or manipulated data may cause erroneous bookings, incorrect deliveries or
faulty products, for example. The loss of authenticity (that is, genuineness and
verifiability as a subarea of integrity) is also of great importance. Data can be assigned to
the wrong person, for example. Payment instructions or orders could thus be charged
to the account of a third party, inadequately secured digital declarations of intent could
be associated with the wrong persons or an individual’s digital identity could be forged.

Information and communication technology plays an important role in almost all areas of
daily life, and the pace of innovation has remained consistently high for years. The following
developments are particularly worth mentioning:

Increasing Level of Networking

People and IT systems no longer operate in isolation; indeed, they are becoming
increasingly connected. This makes it possible to access shared databases and engage in
in-depth forms of collaboration across geographic, political and organisational
boundaries. As a result, our world is dependent not only on individual IT systems, but
to a large extent on data networks, as well. This in turn means that security deficiencies
can quickly have global consequences.

IT Distribution and Penetration

More and more areas are being supported by information technology, often without
the user’s awareness. As it becomes increasingly compact and inexpensive, the
necessary IT hardware is finding its way into all aspects of daily life. Examples include
clothes with integrated health sensors, light bulbs connected to the Internet, IT-
supported sensor systems in cars that can react automatically to changing
surroundings and even self-driving vehicles. More and more often, these different IT
components communicate with one other wirelessly. This makes it possible to locate
and control everyday objects via the Internet.

Disappearance of Network Borders

Until recently, it was possible to clearly associate business processes and applications
with specific IT systems and communication routes. It was also possible to determine
where the systems were located and the organisations to which they belonged. The
rising popularity of cloud services and communication via the Internet is increasingly
blurring the lines among these systems.

Shorter Attack Cycles

The best way to prevent malware or other attacks on IT systems, application programs
and protocols is to obtain the most recent information on vulnerabilities and how to
eliminate them (such as by installing patches or updates). These days, the
announcement of a vulnerability is followed almost immediately by the first large-scale
attacks, which means it is becoming more and more important to have a well-staffed
information security management team and a corresponding warning system.

Greater Application Interactivity

Existing technologies are increasingly being combined to create new usage models.
This includes various fields of application such as social communication platforms;
portals for the shared use of information, photos and videos; and interactive web
applications. However, this is also leading to increasingly intertwined business
processes and higher complexity, which makes it generally more difficult to safeguard
the underlying IT systems.



e User Responsibility
The best technology and solid security safeguards cannot ensure a sufficient level of
information security if the human factor is not adequately taken into account. This
mainly concerns responsible behaviour on the part of the individual. To that end,
current information on security risks and the code of conduct regarding the handling
of IT need to be taken into account.

IT-Grundschutz: Objectives, Concept and Design

In the IT-Grundschutz Compendium, standardised security requirements for typical business
processes, applications, IT systems, communication links and rooms are described in the
individual IT-Grundschutz modules. The objective of IT-Grundschutz is to enable
organisations to attain an adequate level of protection for all their information. The IT-
Grundschutz Methodology is characterised by a holistic approach. By implementing a suitable
combination of standard organisational, personnel-related, infrastructural, and technical
security requirements, it is possible to attain a security level that is adequate for the relevant
protection needs and appropriate for protecting information relevant to the organisation.
Furthermore, the requirements of the IT-Grundschutz Compendium not only form a security
basis for business processes, applications, IT systems, communication links and rooms that are
highly sensitive; in many instances they also explain how a higher security level can be
reached.

IT-Grundschutz follows a modular approach to enable improved structuring and planning in
an area as heterogeneous as information technology, including with regard to operational
environments. The individual modules address typical business process workflows and areas
of IT use - for example, emergency management, client/server networks, buildings, and
communication and application components.

The modules of the IT-Grundschutz Compendium reflect the state of the art based on the
latest knowledge at the time of their publication. The requirements formulated in the modules
describe what generally should be implemented in order to achieve the state of the art by
means of appropriate security safeguards. The requirements and safeguards that reflect the
state of the art correspond both to what is technologically advanced at the time of publication
and what has proven successful in practice.

Reducing Analytical Effort

The IT-Grundschutz Methodology is designed to make drawing up IT security concepts a
simple and efficient process. Within the context of traditional risk analysis, threats and
vulnerabilities are initially determined and assigned a likelihood of occurrence so that suitable
security safeguards can then be selected and residual risks assessed. These steps have already
been completed for each IT-Grundschutz module. Appropriate security requirements have
been selected for typical application scenarios so that users can translate them into
appropriate security safeguards according to their individual framework conditions. The
analysis involved in applying the IT-Grundschutz Methodology is limited to determining what
gaps exist between the security requirements recommended in the IT-Grundschutz
Compendium and those that have already been met. Any unfulfilled requirements constitute
security deficits that need to be rectified. Only when the protection needs are significantly
higher is it necessary to perform an individual risk analysis that takes into consideration
aspects of cost and effectiveness in addition to the requirements from the IT-Grundschutz



modules. In this case, though, it is generally sufficient to supplement the safeguards selected
based on the IT-Grundschutz Compendium with corresponding individual, higher-quality
safeguards. A procedure for this is described in BSI Standard 200-3, Risk Analysis Based on IT-
Grundschutz.

The IT-Grundschutz Compendium provides valuable guidance that also extends to special
components or operational environments it does not specifically handle. If an individual risk
analysis is required, the focus can be placed on the specific threats and security safeguards in
question.

Requirements for Any Security Need

The requirements listed in the IT-Grundschutz Compendium should be fulfilled in order to
achieve an adequate security level. They are divided into Basic Requirements, Standard
Requirements and Requirements in Case of Increased Protection Needs. The Basic
Requirements represent the minimum security safeguards that should be implemented. As a
starting point, users can keep to the Basic Requirements in order to fulfil the most effective
requirements in short order. However, adequate state-of-the-art security is only achieved by
implementing the Standard Requirements. The exemplary Requirements in Case of Increased
Protection Needs have also proven successful in practice by specifying additional safeguards
an organisation can implement to meet elevated protection requirements. In addition, the
supplementary Implementation Guidance published for most modules contains best practices
and further information on how the requirements can be fulfilled. For certification according
to ISO 27001 based on IT-Grundschutz, the Basic Requirements and Standard Requirements
must be fulfilled for the selected scope of application. Since the Basic Requirements are
absolute essentials that must be fulfilled as a matter of priority, certification according to ISO
27001 on the basis of IT-Grundschutz is only possible once all these requirements have been
fulfilled.

Like most of the information relating to IT-Grundschutz, the IT-Grundschutz modules and
the associated Implementation Guidance are also available in electronic form. The IT-
Grundschutz texts can thus also be used as a basis for drawing up security concepts. In
addition, users are provided with auxiliary resources and sample solutions that can help them
meet the requirements.

Since IT-Grundschutz has also proven popular on an international scale, the IT-Grundschutz
Compendium and other publications are also available online in English.

Continued Development of the IT-Grundschutz Compendium

Due to the rapid developments in the field of information technology and increasingly shorter
production cycles, the contents of the IT-Grundschutz Compendium are subject to constant
change. The structure and content of the IT-Grundschutz Compendium are therefore
designed to facilitate prompt updates and the inclusion of new subjects in its modules and
other individual publications. Alongside the BSI, IT-Grundschutz users can also contribute by
drawing up texts (or even entire modules) for IT-Grundschutz, commenting on modules or
suggesting new subjects. The aim is to keep the IT-Grundschutz Compendium up to date.

Current information on IT-Grundschutz is also provided by the IT-Grundschutz Newsletter,
which can be subscribed to free of charge on the BSI website. The newsletter also regularly



informs users about ways they can get involved, such as through surveys on specific current
subjects. The feedback received from users provides valuable ideas and inspiration for the
continued development of IT-Grundschutz. Their everyday practical experiences are of great
importance in reviewing the requirements and recommendations and adapting them to
current needs.

Structure of the IT-Grundschutz Compendium

The IT-Grundschutz Compendium can be divided into different areas, each of which is
explained below:

Introduction

This section briefly explains the ideas, aims and structure of the IT-Grundschutz
Compendium. A detailed description of the IT-Grundschutz Methodology can be found in BSI
Standard 200-2.

Information on the Layer Model and Modelling in General

In order to model a complex information domain according to IT-Grundschutz, the
corresponding modules of the IT-Grundschutz Compendium have to be selected and
implemented. To make the selection easier, the modules in the IT-Grundschutz Compendium
are initially divided into process and system modules. Process modules are equally applicable
to all or major parts of the information domain, whereas system modules are generally
applicable to individual objects or groups of objects. The process and system modules in turn
consist of further sublayers.

The information on the layer model and modelling in general describes when it is appropriate
to use an individual module and the target objects to which it should be applied. In addition,
the modules are marked according to the priority of their implementation.

Description of Roles

In the requirements of the modules, the roles that are responsible for their implementation are
specified. Based on this information, the appropriate contact persons for the relevant subject
matter at a given organisation can be identified. Since the titles of the people or roles named as
responsible persons in the IT-Grundschutz Compendium are not the same in every
organisation, a short description of the most important roles is provided in section 3, Roles, to
make assignment easier.

Glossary

The glossary of the IT-Grundschutz Compendium explains the most important terms in the
field of information security and IT-Grundschutz. An additional glossary on cyber security can
be found on the BSI website.

Elementary Threats

From the large number of specific individual threats within the modules of the previous IT-
Grundschutz Catalogues, the BSI has identified the general aspects and translated them into 47
Elementary Threats. These are listed in the IT-Grundschutz Compendium. The overview of the
Elementary Threats was created to achieve the objectives described below. Elementary Threats
are:



e optimised for use in risk analysis

e product-neutral (always) and technology-neutral (if possible; certain technologies
influence the market to such an extent that they also influence the abstracted threats)

e compatible with comparable international catalogues and standards

seamlessly integrated into IT-Grundschutz
IT-Grundschutz Modules

Each of the modules of the IT-Grundschutz Compendium contains a description of the
component, approaches and IT systems under consideration, followed by a short overview of
the specific threats and the requirements to be met in safeguarding the component.

Structure of the Modules

The most important part of the IT-Grundschutz Compendium is the modules, which all have
the same structure. First, the relevant target object under consideration is described. The
subsequent objective formulates the security to be gained by implementing the IT-
Grundschutz module. This is followed by the section Scoping and Modelling. This details the
aspects not included in the scope of the module and references to other modules where these
are addressed. In addition to specifying the aspects not included in the scope, this section
provides modelling notes for the specific module.

Specific threats are then listed. The list is by no means exhaustive, but it does convey an
understanding of the security problems which may arise when using the component,
approach or IT system under consideration without countermeasures. The explanation of the
potential risks can raise the user’s awareness of the subject. In the risk analysis which forms
the basis of each module, the specific threats have been derived from the Elementary Threats.
Requirements that counteract these threats are generally included in the same module; in
some cases, however, additional requirements from other modules need to be considered.

In each module's structure, the specific threats are followed by the requirements. These are
divided into three categories: Basic Requirements, Standard Requirements and Requirements
in Case of Increased Protection Needs. The implementation of Basic Requirements has
priority, as they make it possible to achieve the maximum benefit with minimal effort.
Together with the Basic Requirements, the Standard Requirements reflect the state of the art
and address normal protection needs. In addition, the modules of the IT-Grundschutz
Compendium offer suggestions for Requirements in Case of Increased Protection Needs. For
reference purposes, the requirements are clearly numbered across all modules, e.g. SYS.3.4.A2.
According to this schema, the layer is specified first (“SYS” in the example), followed by the
numbers of the respective sublayer and module (“3.4”) and finally the requirement itself (“A2”).
If matching Implementation Guidance is available, the safeguard mentioned in the
recommendations for requirement “A” will have the same number with a preceding letter “M”
- “SYS.3.4.M2” in this example case.

Each module describes who is responsible for its implementation. The role that is generally
responsible is always specified. There can be additional roles with further responsibilities in
implementing requirements. These are indicated in the title of the requirement in square
brackets. The Chief Information Security Officer (CISO) must always be involved in strategic



decisions. Furthermore, the CISO is responsible for ensuring that all requirements are met and
verified according to the security concept agreed upon.

In the headings of the requirements, the requirement titles are supplemented by an
abbreviation in addition to the roles to be involved in order to make it directly apparent (even
outside the context of the respective module) whether the requirement is a "Basic
Requirement" (B), a "Standard Requirement" (S), or a "Requirement in Case of Increased
Protection Needs" (H).

At the end of the module, additional information and cross-references are listed. In addition,
an appendix to the modules contains a cross-reference table where the relevant Elementary
Threats are linked to the requirements. These associations can be used for risk analysis.

Modal Verbs

In the modules of the IT-Grundschutz Compendium, the evaluation aspects of the
requirements are formulated using the modal verbs MUST and SHOULD (along with the
associated negations) in capital letters in order to make the guidance as clear as possible. The
modal verbs are conjugated in line with the relevant grammatical rules. When negations are
used, the two words may be separated.

The definition used here is based on RFC 2119 (Key Words for Use in RFCs to Indicate
Requirement Levels, version 1997) and DIN 820-2:2012, appendix H.

MUST / MUST ONLY / MAY ONLY:
This term means it is imperative that the requirement be fulfilled (absolute requirement).
MUST NOT:

This term means that something must not be done under any circumstances (absolute
prohibition).

SHOULD:

This term means that the requirement must be fulfilled under normal circumstances, but
there may be reasons to the contrary. These must be carefully assessed and well founded,
however.

SHOULD NOT:

This term means that something should not be done under normal circumstances, but there
may be reasons to do it. These must be carefully assessed and well founded, however.

Basic Requirements are formulated as follows:
xyz MUST be done. xyz MUST NOT be done.

Standard Requirements and Requirements in Case of Increased Protection Needs are
expressed in the following form:

xyz SHOULD be done. xyz SHOULD NOT be done.

Individual statements in the Basic Requirements can be expressed with “SHOULD”. These
partial requirements in the Basic Requirements do not necessarily have to be fulfilled, but do



occur in connection with binding MUST requirements and complement them with additional
aspects. An excerpt from module OPS.1.2.2 Archiving is shown below as an example:

OPS.1.2.2.A8 Logging Archival Access [IT Operation Department] (B)

All attempts to access electronic archives MUST be logged. To this end, dates, times, users, client
systems, the actions performed, and any error messages SHOULD be recorded. |[...]

It is imperative that all attempts to access an electronic archive be logged. The first
requirement is therefore a partial MUST requirement. Whether or not all the data mentioned,
such as the user or client, can be recorded in detail can depend on technical or legal
framework conditions (among other things). As a result, the second requirement is a partial
SHOULD requirement.

Partial requirements can be expressed with “MUST” in Standard Requirements, as well. These
are aspects that must be fully met when the requirement is implemented. An excerpt from
Standard Requirement ISMS.1.A10 Drawing Up a Security Concept (from module ISMS.1
Security Management) is shown below as an example:

ISMS.1.A10 Drawing Up a Security Concept (S)

For the specified scope (the information domain), an adequate security concept SHOULD be
drawn up as the central document in the security process. [...] In the security concept, specific
security safeguards appropriate for the information domain under consideration MUST be
derived from the security objectives of the organisation, the protection needs identified and the
risk evaluation conducted. |[...]

The creation of a security concept is important. Since this usually involves a great deal of
effort, it often cannot be completed as a matter of priority in practice. Drawing up a security
concept is therefore a partial SHOULD requirement. However, certain activities are mandatory
when creating a security concept, which makes them partial MUST requirements. This
includes the fact that appropriate security safeguards must be derived from the security
objectives of the organisation and the protection needs identified.

In addition, there may be individual partial MUST requirements for Standard Requirements
which only need to be met under certain conditions. If, for example, communication links
SHOULD be encrypted, the encryption method used MUST also be suitable for this purpose.

In the case of Requirements in Case of Increased Protection Needs, the modal verb SHOULD is
mainly used. These requirements result from best practices and should be evaluated within the
scope of risk analysis.

Cross-Reference Tables

Each module includes an appendix with an overview of the relevant Elementary Threats. The
relationship between the Elementary Threats of IT-Grundschutz and the requirements of the
module can be obtained from the cross-reference tables. They can also be found in the
appendix to the module.

All cross-reference tables have the same layout. The column headers contain the numbers of
the Elementary Threats listed in the corresponding module. The first column contains the
numbers of the requirements.



The remaining columns describe the specific relationships between the requirements of the
module and the Elementary Threats. If an "X" is entered in a field, this means that the
requirement is effective in counteracting the corresponding threat. This can avoid or minimise
damage.

[t should be noted that a requirement is not automatically superfluous if none of the threats
associated with it in a table are relevant to a certain application case. Whether or not a
requirement is necessary must always be checked and documented on a case-by-case basis
according to the overall security concept in question and not solely based on the cross-
reference table.

Revision of IT-Grundschutz Modules

IT-Grundschutz undergoes continuous further development. In this respect, the IT-
Grundschutz Compendium is not only supplemented by modules on new topics; the existing
modules are also regularly revised so that the contents correspond to the current state of the
art.

If individual requirements of a module change, it may be necessary for IT-Grundschutz users
who have already implemented the module to adapt their existing security concepts. In order
to facilitate this, the BSI provides change logs with respect to the previous year's edition of the
IT-Grundschutz Compendium. These list all the changes made to modules that go beyond
minor linguistic or editorial issues. All the changes are documented in the section “What’s
New in the IT-Grundschutz Compendium”.

Note: The initial numbering of the individual requirements will remain the same following
revisions to modules in future editions. This ensures, for example, that security concepts or IT-
Grundschutz profiles that refer to specific requirements will still contain the correct references
even after the respective module has been updated. This means that when requirements are
added, removed or moved within a module, they may no longer be numbered in ascending or
continuous order. If, for example, a module that has previously comprised five Basic
Requirements (“A1” to “A5”) and 10 Standard Requirements (“A6” to “A15”) is supplemented by
a new Basic Requirement, this new requirement is assigned the number “A16” and placed
between “A5” and “A6” at the end of section 3.1, "Basic Requirements”.

Implementation Recommendations

Detailed Implementation Guidance is available for many modules in the IT-Grundschutz
Compendium. It describes how the requirements of the modules can be implemented and
explains suitable security safeguards in detail. The safeguards can be used as a basis for security
concepts, but should be adapted to the framework conditions of the relevant organisation.

Implementation Guidance addresses the groups of persons that are responsible for the
implementation of the module requirements - for example, the IT Operation Department or
Building Services. It is not part of the IT-Grundschutz Compendium,; it is published as
auxiliary resources for the modules.

Since many security requirements are usually covered by higher-level modules,
Implementation Guidance can include safeguards for several modules. For example, module
SYS.3.2.1 General Smartphones and Tablets includes a requirement regarding the use of access
protection. This applies to all smartphones and tables, regardless of the operating system. The



Implementation Guidance for SYS.3.2.3 iOS (for Enterprise) then describes safeguards specific
to i0S to meet this general requirement from SYS.3.2.1.

The safeguards found in Implementation Guidance are numbered in ascending order, with a
clear association between the safeguards (marked M) and the requirements (marked A).
Implementation Guidance does not distinguish between requirement categories.

Ways to Apply the IT-Grundschutz Compendium

To successfully establish an ISMS, BSI Standard 200-2, IT-Grundschutz Methodology (together
with the IT-Grundschutz Compendium) provides a multitude of information on the
methodologies for Basic, Core and Standard Protection, as well as practical implementation
resources. In addition to this, there are potential solutions for various tasks relating to
information security - for example, security design, auditing and certification. Depending on
the task at hand, different ways of using IT-Grundschutz may be appropriate.



Layer Model and Modelling

When implementing IT-Grundschutz, the information domain under consideration must be
modelled with the help of the existing modules. This means that the relevant security
requirements must be compiled from the IT-Grundschutz Compendium. To this end, all
processes, applications and IT systems must be recorded or a structure analysis (and usually a
determination of the protection needs at hand) must be available. Building upon these
documents, an IT-Grundschutz model of the information domain is developed that consists of
the various IT-Grundschutz modules—some of which may be used several times—and a
mapping of these modules to the security-relevant aspects of the information domain.

Whether the information domain consists of IT systems already in use or is still in the
planning stages does not matter for the IT-Grundschutz model developed. The model can thus
be used in different ways:

e The IT-Grundschutz model of an information system already implemented identifies
the relevant security requirements based on the modules used. It can be used in the
form of a Gap Analysis Plan to compare current circumstances to the target situation.

e The IT-Grundschutz model of a planned information system, on the other hand,
constitutes a development concept. Using the selected modules, it describes the
security requirements that need to be met during the implementation of the
information domain.

Typically, an information domain currently in use comprises both implemented components
and others that are still being planned. The resulting IT-Grundschutz model then contains
both a Gap Analysis Plan and some elements of a development concept. Together, all the
security requirements envisaged in the Gap Analysis Plan and development concept form the
basis on which an IT security concept can be produced.

In general, the corresponding modules of the IT-Grundschutz Compendium must be selected
and implemented in order to model a complex information domain in line with IT-
Grundschutz. In this IT-Grundschutz Compendium, the modules are separated into process
and system modules and further divided into individual layers to facilitate selection:

Process Modules:

The process modules, which in general are equally applicable to all or major parts of an
information system, are divided into the following layers, which again can consist of further
sublayers.

e The ISMS layer includes the Security Management module as a basis for all further
activities in the security process.

e The ORP layer addresses organisational and personnel security aspects. This layer
includes, for example, the modules Organisation and Personnel.

e The CON layer includes modules that deal with concepts and methodologies. Typical
modules of the CON layer include Crypto Concept and Data Protection.

e The OPS layer comprises all security aspects of an operational nature. This particularly
includes the security aspects of IT operations in both in-house environments and those



that are run partially or completely by third parties. Furthermore, it includes the
security aspects that are to be considered when running IT operations for third parties.
Examples of modules in the OPS layer include Protection Against Malware and
Outsourcing for Customers.

e The DER layer contains all the modules which are relevant for reviewing the
implemented security safeguards, detecting security incidents and taking suitable
action in response. Typical components of the DER layer are Security Incident Handling
and Provisions for IT Forensics.

In addition to the process modules, the IT-Grundschutz Compendium also includes system
modules. In general, these are applied to individual target objects or groups of target objects.
The system modules are divided into the layers below. Like the process modules, system
modules can also contain further sublayers.

System Modules:

e The APP layer deals with the protection of applications and services in
communications, directory services, network-based services and business and client
applications, amongst other areas. Typical modules within the APP layer include
General E-Mail Clients and Servers, Office Products, Web Servers and Relational Database
Systems.

e The SYS layer addresses the individual IT systems of a given information domain that
may have been combined into groups. The security aspects of servers, desktop systems,
mobile devices and other IT systems such as printers and telecommunication systems
are addressed here. The SYS layer includes, for example, modules for specific operating
systems, as well as General Smartphones and Tablets and Printers, Copiers, and All-in-
One Devices.

e The IND layer deals with the security aspects of industrial IT. This layer includes
modules such as Process Control and Automation Technology, General ICS Components
and Programmable Logic Controller (PLC).

e The NET layer examines the networking aspects not primarily related to specific IT
systems, but to network connections and communication. It includes, for example, the
modules Network Management, Firewall and WLAN Operation.

e The INF layer brings together different aspects of infrastructural security by addressing
architectural and technical factors. It includes the modules Generic Building and Data
Centre and Server Room.

Modelling

IT-Grundschutz modelling entails determining whether and how the modules of each layer
can be used to map a given information domain. Depending on the module at hand, this can
involve different target objects, such as applications, IT systems, groups of components, rooms
and buildings.

In the individual modules, section 1.3, "Scoping and Modelling", describes in detail when a
module should be used and the target objects to which it should be applied.

When modelling an information domain according to IT-Grundschutz, there may be target
objects that cannot be mapped adequately using the existing IT-Grundschutz modules. In this
case, a risk analysis must be performed as described in the IT-Grundschutz Methodology.



Many sublayers include general modules that describe fundamental aspects that also apply
generally to the specific modules in question. For instance, SYS.2.1 General Client includes
requirements for all client operating systems, which are then specified and expanded for
macOS, Windows, and Unix/Linux clients in the corresponding modules. For additional
examples, consider APP.2.1 General Directory Service or SYS.3.2.1 General Smartphones and
Tablets. Specific modules should always be use alongside the general modules. Furthermore,
general modules provide a good basis for modelling and risk analysis if no specific module
exists for a particular target object.

The following table provides an initial overview of the target objects to which the modules are
to be applied in each case and the order in which the modules can be implemented (for an
explanation of R1, R2 and R3, please see section 2.2, Processing Order of the Modules).

There are modules that can be clearly associated with target object types such as IT systems,
applications, or information domains/generic aspects—that is, they deal exclusively or
predominately with these aspects. Some modules, such as OPS.1.2.4 Teleworking or INF.9
Mobile Workplace, cannot be clearly associated with target object types because they address
different aspects. Teleworking, for example, deals with aspects of IT systems, communication
links, information flow, backups and so on. These modules therefore have an impact on the
entire information domain and are therefore associated with the target object “Information
domain/generic aspects”.

The assignment to the target objects is given as an example and serves for better classification
and easier understanding. In the individual implementation of IT-Grundschutz, for example,
an assignment of a module to “information domains/generic aspects” does not mean that this
target object type must be created. Rather, it means that the module can have an impact on the
entire information network and thus, if necessary, on several target objects.

Module Order | To be applied to Target Object
Type

ISMS.1 Security Management R1 Information domain/generic
aspects

ORP.1 Organisation R1 Information domain/generic
aspects

ORP.2 Personnel R1 Information domain/generic
aspects

ORP.3 Awareness and Training in Information R1 Information domain/generic

Security aspects

ORP .4 Identity and Access Management R1 Information domain/generic
aspects

ORP.5 Compliance Management R3 Information domain/generic
aspects

CON.1 Crypto Concept R3 Information domain/generic
aspects

CON.2 Data Protection R2 Information domain/generic
aspects

CON.3 Backup Concept R1 Information domain/generic
aspects

CON.6 Deleting and Destroying Data and Devices | R1 Information domain/generic
aspects




CON.7 Information Security on Trips Abroad R3 Information domain/generic
aspects

CON.8 Software Development R3 Information domain/generic
aspects

CON.9 Information Exchange R3 Information domain/generic
aspects

CON.10 Development of Web Applications R2 Information domain/generic
aspects

OPS.1.1.2 Proper IT Administration R1 Information domain/generic
aspects

OPS.1.1.3 Patch and Change Management R1 Information domain/generic
aspects

OPS.1.1.4 Protection Against Malware R1 Information domain/generic
aspects

OPS.1.1.5 Logging R1 Information domain/generic
aspects

OPS.1.1.6 Software Tests and Approvals R1 Information domain/generic
aspects

OPS.1.1.7 System Management R2 Information domain/generic
aspects

OPS.1.2.2 Archiving R3 Information domain/generic
aspects

OPS.1.2.4 Teleworking R2 Information domain/generic
aspects

OPS.1.2.5 Remote Maintenance R3 Information domain/generic
aspects

OPS.1.2.6 NTP Time Synchronisation R2 Application

OPS.2.1 Outsourcing for Customers R2 Information domain/generic
aspects

OPS.2.2 Cloud Usage R2 Information domain/generic
aspects

OPS.3.1 Outsourcing for Service Providers R3 Information domain/generic
aspects

DER.1 Detecting Security-Relevant Events R1 Information domain/generic
aspects

DER.2.1 Security Incident Handling R1 Information domain/generic
aspects

DER.2.2 Provisions for IT Forensics R3 Information domain/generic
aspects

DER.2.3 Clean-Up of Extensive Security Incidents | R3 Information domain/generic
aspects

DER.3.1 Audits and Revisions R3 Information domain/generic
aspects

DER.3.2 Audits Based on the BSI “Guideline for IS | R3 Information domain/generic

Audits” aspects

DER.4 Business Continuity Management R3 Information domain/generic
aspects

APP.1.1 Office Products R2 Application

APP.1.2 Web Browsers R2 Application




APP.1.4 Mobile Applications (Apps) R2 Application
APP.2.1 General Directory Service R2 Application
APP.2.2 Active Directory R2 Application
APP.2.3 OpenLDAP R2 Application
APP.3.1 Web Applications and Web Services R2 Application
APP.3.2 Web Servers R2 Application
APP 3.3 File Servers R2 Application
APP.3.4 Samba R2 Application
APP.3.6 DNS Servers R2 Application
APP.4.2 SAP ERP Systems R2 Application
APP.4.3 Relational Database Systems R2 Application
APP .4 .4 Kubernetes R2 Application
APP.4.6 SAP ABAP Programming R2 Application
APP.5.2 Microsoft Exchange and Outlook R2 Application
APP.5.3 General E-Mail Clients and Servers R2 Application
APP.6 General Software R2 Application
APP.7 Development of Individual Software R3 Information domain/generic
aspects
SYS.1.1 General Server R2 IT system
SYS.1.2.2 Windows Server 2012 R2 IT system
SYS.1.3 Linux and Unix Servers R2 IT system
SYS.1.5 Virtualisation R2 IT system
SYS.1.6 Containerisation R2 IT system
SYS.1.7IBMZ R2 IT system
SYS.1.8 Storage Solutions R2 IT system
SYS.2.1 General Client R2 IT system
SYS.2.2.2 Windows 8.1 Clients R2 IT system
SYS.2.2.3 Windows 10 Clients R2 IT system
SYS.2.3 Linux and Unix Clients R2 IT system
SYS.2.4 macOS Clients R2 IT system
SYS.3.1 Laptops R2 IT system
SYS.3.2.1 General Smartphones and Tablets R2 IT system
SYS.3.2.2 Mobile Device Management (MDM) R2 Information domain/generic
aspects
SYS.3.2.3i0S (for Enterprise) R2 IT system
SYS.3.2.4 Android R2 IT system
SYS.3.3 Mobile Telephones R2 IT system
SYS.4.1 Printers, Copiers, and All-in-One Devices | R2 IT system
SYS.4.3 Embedded Systems R2 IT system
SYS.4.4 General IoT Devices R2 IT system
SYS.4.5 Removable Media R2 IT system
NET.1.1 Network Architecture and Design R2 Network
NET.1.2 Network Management R2 IT system
NET.2.1 WLAN Operation R2 Network
NET.2.2 WLAN Usage R2 IT system
NET.3.1 Routers and Switches R2 IT system
NET.3.2 Firewall R2 IT system
NET.3.3 VPN R2 IT system




NET 4.1 Telecommunications Systems R2 IT system
NET.4.2 VoIP R2 Network
NET 4.3 Fax Machines and Fax Servers R2 IT system
IND.1 Process Control and Automation R2 Information domain/generic
Technology aspects
IND.2.1 General ICS Components R2 IT system
IND.2.2 Programmable Logic Controller (PLC) R2 IT system
IND.2.3 Sensors and Actuators R2 IT system
IND.2.4 Machine R2 IT system
IND.2.7 Safety Instrumented Systems R2 IT system
IND.3.2 Remote Maintenance in Industry R2 IT system
INF.1 Generic Building R2 Building/room
INF.2 Data Centre and Server Room R2 Building/room
INF.5 Room or Cabinet for Technical R2 Building/room
Infrastructure
INF.6: Storage Media Archives R2 Building/room
INF.7 Office Workplace R2 Building/room
INF.8 Working from Home R2 Building/room
INF.9 Mobile Workplace R2 Information domain/generic
aspects
INF.10 Meeting, Event, and Training Rooms R2 Building/room
INF.11 General Vehicle R3 Building/room
INF.12 Cabling R2 Building/room
INF.13 Technical Building Management (TBM) R2 Building/room
INF.14 Building Automation and Control R2 Building/room
Systems (BACS)

Processing Order of the Modules

The essential security requirements must be fulfilled early, and corresponding security
safeguards must be implemented to cover basic risks and establish holistic information
security. This is why IT-Grundschutz proposes an order in which modules should be
implemented (see section 2.1, Modelling).

e R1: These modules should be implemented with priority because they are the basis for
an effective security process.

e R2: These modules should be implemented next because they are required to achieve
sustainable security in essential parts of an information domain.

e R3: These modules are also needed to achieve the desired security level and must be
implemented. The BSI recommends considering these after the other modules.

These designations serve to describe a sensible order in which the requirements of a given
module can be implemented; it is not meant to indicate that any module has any more weight
than another. In principle, all the modules of the IT-Grundschutz Compendium that are
relevant to the information domain under consideration must be implemented.



Roles

Compliance Manager

A Compliance Manager is responsible for identifying the statutory, contractual, and other
specifications relevant to their organisation and checking them for compliance.

Audit Team

An Audit Team is composed of auditors and professional experts who support the Audit Team
leader with technical advice during audits.

Construction Manager
A Construction Manager is responsible for the execution of construction projects.
User

A User is an employee in an organisation who uses information technology to perform their
tasks. IT Users and Users are considered synonymous in this case because today, almost every
employee of a given organisation uses information technology to perform their tasks.

Area Security Officer

An Area Security Officer is responsible for all security issues relating to business processes,
applications, and IT systems in their area (e.g. a department or remote office). Depending on
the size of the business unit at hand, the responsibilities of an Area Security Officer can be
assumed by someone who is already entrusted with similar tasks.

Procurement Department

A Procurement Department initiates and monitors acquisitions. Government organisations
follow defined procedures for procurement. The Procurement Department role includes the
responsible organisational unit head.

Fire Safety Officer

A Fire Safety Officer is responsible for all issues relating to fire safety and serves as a contact
person in this regard. Amongst other things, this person is responsible for drawing up fire risk
analyses, training and education programmes for employees, and sometimes even for
maintaining and servicing fire safety equipment.

Data Protection Officer

A Data Protection Officer is a person appointed by an organisation's Top Management who is
responsible for ensuring that personal data is handled correctly and in a legally compliant
manner within the organisation.

Developer

In the context of IT-Grundschutz, a Developer is a person involved in the development of
software, hardware, or entire systems. Within the framework of IT-Grundschutz, the
Developer role summarises many different roles, e.g. Software Architect, Software Designer,



Software Developer, Computer Programmer, and Tester. The Developer role includes the
responsible organisational unit head.

Construction Company

A Construction Company is a company that installs a certain type of equipment, but can also
include those that construct buildings.

Department

A Department is a part of an organisation that is responsible for performing certain specialised
tasks. In state and federal administrations in Germany, a Department is an organisational unit
consisting of several sub-departments with related tasks.

Process Owner

A Process Owner is responsible for the content of one or more business processes or
specialised procedures. In IT-Grundschutz, various other roles are grouped together under the
role of Process Owner. These include the roles of change manager and archive administrator.

Building Services

Building Services is the organisational unit responsible for the infrastructure in a building or
on a property. Examples of this infrastructure include electrical engineering, signalling and
control technology, security technology, IT networks (in the physical sense), heating and
sanitary engineering, and lifts and escalators. The Building Services role includes the
responsible organisational unit head.

ICS Information Security Officer

An ICS Information Security Officer (often also known as an Industrial Security Officer) is a
person appointed by an organisation's Top Management to ensure that special requirements
in the area of industrial control are covered and that the ICS security organisation is integrated
into the overall scope of the ISMS in place.

Chief Information Security Officer (CISO)

A CISO is a person appointed by an organisation's Top Management to coordinate and
advance tasks pertaining to information security.

Organisation

In this context, the term “organisation” refers to companies, public authorities, and other
public and private organisations.

Top Management

This term refers to the executive management level of the organisation or organisational unit
under consideration.

IS Audit Team

An IS Audit Team is composed of IS auditors and professional experts who support the person
in charge of an IS audit, particularly from a technical perspective.

IT Operation Department



An IT Operation Department is an organisational unit that configures, operates, monitors, and
maintains internal IT. The IT Operation Department role includes the responsible
organisational unit head.

Employee
An employee is part of an organisation.

BCM Officer

A BCM Officer controls all activities in the field of business continuity management. They
responsible for drawing up, implementing, maintaining, and supporting the organisation-
wide emergency management process and of the corresponding documents, regulations, and
safeguards. They analyse the overall BCM procedure that is to be followed should an event of
damage occur.

OT Operations (Operational Technology, OT)

OT Operations is responsible for configuring, operating, monitoring, and maintaining ICS
systems.

Head of OT

A Head of OT (also known as the Head of Production and Manufacturing) directs production
and manufacturing and/or bears responsibility for the industrial control systems (ICS) used by
their organisation.

A Head of OT is also responsible for assessing information security risks to the integrity of
safety instrumented systems (SIS) and taking appropriate state-of-the-art safeguards. In
particular, they are responsible for training their organisation's workforce on information
security issues.

Human Resources Department
A Human Resources Department is responsible for the following tasks, among others:
e Basicissues relating to human resources
e Planning staff requirements
¢ Managing employees' HR-related matters
e Support for employees in social issues

e General co-operation with the personnel representatives

The Human Resources Department role includes the responsible organisational unit head.
Planner

The general term "planner"” includes roles such as a "network planner" and "construction
planner"”. This term refers to persons responsible for planning and designing specific tasks.

Tester



Testers are people who test new or changed software and/or hardware and compare the
results against the corresponding expectations according to procedures and criteria previously
specified in a test plan.

Supervisor

A Supervisor is an employee of an organisation who is authorised to assign jobs to the
employees in their area.

Maintenance Personnel

Maintenance Personnel are employees of external service providers who have been
commissioned with the maintenance of technical systems (e.g. ICS or IT systems) in a given
information domain. It is usually necessary for Maintenance Personnel to have access to the
systems in question.

Central Administration

This organisational unit regulates and supervises general operations and plans, organises, and
carries out all administrative services. The Central Administration role includes the
responsible organisational unit head.



Glossary

This glossary explains the most important terms related to information security and IT-
Grundschutz. An additional glossary (in German) on cyber security can be found on the BSI
website at https://www.bsi.bund.de/DE/Service-Navi/Cyber-Glossar/cyber-

glossar node.html.

Requirement in case of increased protection needs
See “Security requirement”.

Attack

An attack is a deliberate form of threat, namely an undesired or unauthorised action executed
with the goal of gaining advantages and/or causing damage to third parties. Attackers may also
act on behalf of third parties who wish to gain an advantage through the attack.

Assets

Assets refer to inventories of objects which are required for a specific purpose, in particular to

meet business objectives. As a synonym for “asset”, the German term “Wert” (English: value) is

often used. However, the term “value” has a wide range of meanings, from the social relevance
of something to the intrinsic quality of an object. In IT-Grundschutz, the term “assets” should

be understood as “valuable target objects”.

Authentication

Authentication refers to the process of proving or verifying authenticity. An identity can be
authenticated, amongst other means, by a password, chip card, or biometry; data, meanwhile,
can be authenticated using cryptographic signatures (for example).

Authenticity

In the context of IT-Grundschutz, authenticity is a characteristic ascribed to a communication
partner who actually is who they claim to be. Authentic information is information
guaranteed to have been created by the source specified. This term is used not only when
checking the identity of persons, but with regard to IT components and applications, as well.

Authorisation

An authorisation process checks whether a person, an IT component, or an application has
permission to perform a specific action.

Basic Protection

Basic Protection enables organisations to implement broad and fundamental initial safeguards
across all their business processes and/or specialist procedures as a first step in applying IT-
Grundschutz.

Basic Requirement

See “Security requirement”.
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Modules

The IT-Grundschutz Compendium contains explanations regarding threat landscapes, security
requirements, and additional information that are summarised in modules on specific
processes, components, and IT systems. Based on this modular structure, the IT-Grundschutz
Compendium focuses on presenting the key security requirements in each topic area. The
basic structure the IT-Grundschutz Compendium is divided into process-oriented and system-
oriented modules, which are also categorised by subject in a layer model.

IT Security Officer

A person with technical competence in IT security who is in charge of aspects related to IT
security in a large organisation and cooperates closely with the IT Operations Department. The
Chief Information Security Officer (CISO) designs information security management and
establishes general security objectives and provisions; an IT Security Officer ensures that these
are implemented on the technical side. An IT Security Officer thus usually operates in the field
of IT, whilst a CISO reports directly to the management level.

Basic threat

In general terms, a threat is an event or condition which involves the risk of damage. The
possible damage in this case relates to actual value - in terms of financial assets, knowledge,
objects, or people's health, for example. In IT terms, a basic threat is a condition or event which
can negatively affect the availability, integrity, or confidentiality of information, which in turn
may result in damage to the owner and/or user of the information. Examples of basic threats
include force majeure, human error, technical failure, and deliberate acts. If a basic threat
encounters a vulnerability (technical or organisational shortcomings in particular), an applied
threat arises.

BIA (business impact analysis)

A Business Impact Analysis (consequential damage analysis) is an analysis designed to
determine potential direct and indirect consequential damage for an organisation caused by
the occurrence of an emergency or a crisis and the failure of one or several business processes.
It is a procedure designed to identify critical resources and recovery requirements, as well as
the effects of unscheduled interruptions in business operations.

Business continuity management

Business continuity management (BCM) refers to all organisational, technical, and personnel
safeguards that serve to ensure the continuity of the core business of a public authority or
company when an emergency and/or a security incident occurs. Furthermore, BCM also
supports the successive continuation of business processes during long-term failures or
malfunctions.

Cyber security

Cyber security addresses all aspects of security in the fields of information and
communications technology. The key tasks of information security are thus extended to all of
cyberspace. Cyberspace includes all the information technology connected to the Internet and
comparable networks, as well as communications, applications, processes, and processed



information based thereon. Considerations of the subject of cyber security often include a
specific focus on attacks from cyberspace.

Privacy Policy

Data protection seeks to safeguard individuals' right to privacy from being violated through
improper handling of their personal data. Data protection is therefore used to refer to the
protection of personal data against eventual misuse by third parties (not to be confused with
the term data security).

In English, “data protection” refers to data protection as a legal term. The term “privacy”, on
the other hand, is more directly related to the lives of people (i.e. the protection of their
privacy) and is used primarily in the United States, although its use is becoming more
common in the European Union.

Data protection management

Data protection management refers to the processes necessary to ensure the implementation
of the legal requirements of data protection law when planning, configuring, and operating
procedures used to process information, as well as after these procedures are taken out of
operation.

Data security

Data security refers to the protection of data in connection with stipulated requirements
regarding confidentiality, availability and integrity. A modern term for this is “information
security”.

Specialised task

Specialised tasks are those that relate to an organisation’s specific purpose or mission. In IT-
Grundschutz, the term “specialised tasks” refers to the business processes of public authorities.

Danger

"Danger" is often regarded as a generic term, whereas "threat" is understood as a danger
described in more detail (with regard to type, scope, and direction, as well as in spatial and
temporal terms). For example, the potential loss of data is a danger. Loss of data may occur due
to a defective hard disk or as the result of a hard disk being stolen by a thief, among other
things. The threats in this case thus include "defective storage media" and "theft of storage
media". However, since this differentiation is not made consistently in the related literature
and its significance is more academic in nature, "danger” and "threat" can be deemed
synonymous.

Applied threat

An applied threat is a basic threat that has a direct effect on an object as the result of a
vulnerability. A basic threat therefore only becomes an applied threat to an object when it is
combined with a vulnerability.

For example, is malware a basic or an applied threat to a user who is surfing the Internet?
According to the above definition, all users are exposed in principle to the basic threat of
malware on the Internet. A user who downloads a file infected with malware is then exposed



to an applied threat if their IT system is vulnerable to this type of malware. Users with
effective anti-virus protection, a configuration that will prevent the malware from working, or
an operating system incapable of executing the malware code, however, will not be exposed to
an applied threat if they download this harmful software.

Business process

A business process is a set of logically linked individual activities (tasks, workflows) that are
carried out to meet commercial or operational objectives.

Key security objectives

IT-Grundschutz defines three key security objectives: confidentiality, availability, and
integrity.

Each IT-Grundschutz user is, of course, free to include additional key security objectives when
assessing protection requirements if this is helpful in individual cases. Further generic
umbrella terms in the field of information security include authenticity, liability, reliability,
and non-repudiation.

Industrial control system (ICS)
ICS is a generic term for automation solutions that are used to control technical processes.

An industrial control system (ICS, IACS) is an integrated hardware and software solution for
automation that includes sensors, actuators, and their networking, as well as procedures for
evaluating and controlling primarily industrial processes. Processes for the operation of
machines are automated through continuous measurement and control.

Information security

The aim of information security is to protect information. This information might be stored
on paper, in IT systems, or inside people's heads. The primary objectives (or "core values") of
information security are confidentiality, integrity, and availability. Many users include
additional core values in their considerations.

Chief Information Security Officer (CISO)

A Chief Information Security Officer (CISO) is responsible for achieving and maintaining
information security from a operative standpoint. A CISO may also be referred to as an
information security manager (ISM). The role of CISO should be assumed by a person in the
administrative executive department of a company or public authority who has expertise in
information security.

Information security management

The planning, management, and control activities that are essential in establishing and
continuously implementing a thoroughly thought through and effective process for ensuring
information security are referred to as information security management. This is a continuous
process that involves monitoring strategies and concepts on an ongoing basis in terms of their
performance and effectiveness and updating them as required.

Information security management team



In larger organisations, it makes sense to establish an IS management team (often also referred
to as an IT security management team) to support the CISO—for example, by coordinating
comprehensive safeguards in the overall organisation at hand, compiling information, and
performing monitoring tasks.

Information security audit based on IT-Grundschutz (IS audit)

Information security auditing is part of every successful information security management
system. Only by regularly reviewing established security safeguards and the overarching
information security process is it possible to determine whether they are being implemented
in an efficient, up-to-date, complete, and appropriate manner and thereby assess the
respective organisation's currently level of information security. Hence, an IS audit is a tool for
determining, achieving, and maintaining an appropriate level of security within an
organisation.

Information domain

An information domain refers to all the infrastructural, organisational, personnel-related, and
technical objects that are used to perform tasks in a particular field of application in
information processing. An information domain may refer to an entire organisation or to
individual areas defined by organisational structures (e.g. departments), or by joint business
processes and/or shared applications (e.g. an HR information system).

Infrastructure

In terms of IT-Grundschutz, infrastructure is understood to include the buildings, rooms,
power supplies, air conditioning systems, and cabling used for IT. IT systems and network
switching elements are not part of infrastructure.

Organisation

In this context, the term “organisation” refers to companies, public authorities, and other
public and private organisations.

Integrity

Integrity refers to ensuring the correctness (intactness) of data and the correct functioning of
systems. When the term "integrity" is used in connection with the term “data”, it means that
the data in question is complete and unchanged. In information technology terms, however,
integrity is typically used more broadly to describe “information”. The term “information” is
used for data that, depending on the context, can be associated with certain attributes, such as
the author or the time and date of creation. Loss of the integrity of information can therefore
mean that it was changed without authorisation, the information regarding the author was
tampered with, or that the date of creation was manipulated.

IT-Grundschutz Check

In IT-Grundschutz, this term (which has replaced the term "basic security check") refers to the
investigation of whether the requirements recommended by IT-Grundschutz have already
been met in an organisation and which basic security requirements still need to be fulfilled.

IT-Grundschutz Compendium



The modules of IT-Grundschutz make up the IT-Grundschutz Compendium. It is the
successor to the IT-Grundschutz Catalogues, which were available up to their 15th version.

IT system

IT systems are closed technical and functional units designed for information processing.
Typical examples include servers, clients, mobile phones, smartphones, tablets, IoT
components, routers, switches, and firewalls.

Core protection

Core protection focuses primarily on business processes and assets that are particularly
exposed to risks.

Components

In software architecture, a component is an independently usable unit with external interfaces
that can be connected to other components. It is both functionally and technically
independent and has a certain value (in the economic sense).

In IT-Grundschutz, the term "components" refers to technical target objects (see "target
object") or parts thereof.

Crown jewels

Crown jewels are assets that are so crucial to an organisation that its existence would be
threatened if they were to be stolen, destroyed, or otherwise compromised.

Cumulative effect

The cumulative effect describes the fact that the protection requirement of an IT system needs
to be increased when the accumulation of several (small-scale) damages to an IT system can
lead to a higher total damage. One possible case is, for example, if several IT applications or a
number of sensitive items of information are processed on an IT system, so that the
cumulative effect can result in greater overall damage.

Information security policy

This policy document is central to the information security of an organisation. It describes
how information security is to be established in the organisation, for which purposes, and with
which resources and structures. It contains the information security objectives aimed at by the
organisation and the information security strategy pursued. Through these defined objectives,
an information security policy therefore also describes the level of security an organisation is
seeking to attain.

Maximum principle

According to the maximum principle, the potential damage or the total damage with the most
serious effects determines the protection requirements of a business process, an application, or
an IT system.

Modelling

When applying the IT-Grundschutz methodology, the modelling phase involves mapping the
information domain considered in a given organisation with the help of the modules from the



IT-Grundschutz Compendium. To this end, the “Not in Scope and Modelling” section of each
module contains information on the target objects to which it should be applied and the
requirements that may need to be taken into account.

Network plan
A network plan is a graphical overview of the components in a network and their connections.
Non-repudiation

Here, the main focus is on the verifiability of third parties. The aim is to ensure that the
sending and receiving of data and information cannot be denied. A differentiation is made
between the following:

e Non-repudiation of origin: It should be impossible for the sender to deny having sent a
certain message after the fact.

e Non-repudiation of receipt: It should be impossible for the recipient to deny having
received a certain message after the fact.

Risk

Risk is also often defined as the combination (i.e. the product) of the likelihood and extent of
damage. Damage, meanwhile, is frequently described as the difference between a planned and
an unplanned result. Risk is a special form of uncertainty or, more accurately, imponderability.

A CISO also defines risk as the result of imponderables regarding target objects. Along these
lines, the term "consequences" is sometimes used rather than "damage" if events occur that
deviate from the corresponding expectations. A consequence may be negative (damage) or
positive (opportunity). However, the above-mentioned definition has proved more common
in practice.

In contrast to the term “applied threat”, the term “risk” already includes an assessment of the
extent to which a certain damage scenario is relevant to the scenario under consideration.

Risk analysis

Risk analysis refers to the complete process of determining (identifying, assessing, and
evaluating) and treating risks. According to the relevant ISO standards ISO 31000 and ISO
27005, risk analysis is only one part of risk determination, which consists of the following
steps:

e Risk identification
e Risk analysis
e Risk evaluation

In the meantime, however, the term "risk analysis" has been established for the entire process
of risk determination and risk treatment. Therefore, the term "risk analysis" is still used in this
document to refer to the comprehensive process.

Risk appetite (also "risk propensity" or "willingness to take risks")

Risk appetite refers to an organisation's tendencies in assessing and dealing with risks based on
its cultural, internal, external, and economic influences.



Risk treatment plan

Meeting all the Basic and Standard Requirements of IT-Grundschutz and any applicable
requirements in case of increased protection needs is a considerable challenge for any
organisation. In practice, not all requirements can be met due, for example, to circumstances
that make meeting them unreasonable (procurement of new information technology, plans to
move, etc) or impossible based on the organisational or technical framework conditions at
hand (such as when a particular IT system or application is simply not used). Existing deficits
in the implementation of security safeguards that pertain to the security requirements at hand
and their related risks must be documented in the form of a management report, which
should include an implementation plan for the further treatment of the risks present. This risk
treatment plan should include a description of the resources planned and the time constraints
to be observed. It must be signed and approved by the respective organisation's top
management.

The individual requirements of the risk treatment plan must be reviewed at least once a year.
An organisation's top management must avoid assuming risks for an extended and undefined
period of time because such risks can change in a short time in the field of information
security. Assuming risks for an undefined period of time involves the danger that they may
only be reviewed and evaluated on a particular reference date and not reconsidered thereafter.

Risk management

Risk management refers to all activities involving the strategic and operative treatment of
risks (i.e. identifying, controlling, and monitoring risks) for an organisation.

Strategic risk management describes the essential framework conditions that shape an
organisation's approach to handling risks, its culture regarding the handling of risks, and the
methodology is follows in doing so. These principles for the treatment of risks within an ISMS
must be consistent and aligned with the framework conditions of the organisation's overall
risk management efforts.

The framework conditions of operative risk management include a control process consisting
of the following steps:

e Risk identification

e Risk assessment and evaluation
e Risk treatment

e Risk monitoring

e Risk communication

Damage / consequence

A deviation from an expected result leads to a consequence (often referred to as “damage”). In
principle, this can be a positive or a negative deviation.

A positive consequence within the meaning of risk analysis is also referred to as an
opportunity. In most cases, however, only negative consequences (i.e. damage) are considered
in risk analysis.



The scale of a damage is defined as extent of damage and can be referred to as directly
quantifiable or not directly quantifiable. Quantifiable damage can usually be described in
terms of direct efforts (e.g. of a financial nature). Damage that is not directly quantifiable
includes, for example, damage to one's image or opportunity costs. In these cases, the actual
extent of damage can often only be assumed or estimated. Any specifications in this regard are
usually classified in categories based on empirical or industry values.

Protection needs

Protection needs describe the protection that is adequate and appropriate to protect specific
business processes, the information processed in conducting them, and the information
technology employed in doing so.

Determining protection needs

The process of determining protection needs identifies the safeguards required by specific
business processes; the information processed in conducting them; and the IT systems, room:s,
and communication connections involved. To this end, the damage to be expected should the
core values of information security (confidentiality, integrity, and availability) be impaired is
considered for each application and the information it processes. Here, it is also important to
realistically estimate the possible consequential damages. Experience has shown that it is best
to divide protection needs into three categories: "normal”, "high", and "very high".

Vulnerability

A vulnerability is a security-relevant flaw in an organisation's IT system. It may be caused by
an error in design, implementation, configuration, operation, the algorithms used, or the
organisation itself. A vulnerability may cause a basic threat to become effective and damage an
organisation or a system. As a result of a vulnerability, an object (an organisation or a system)
is susceptible to basic threats.

Security requirement

The term "security requirement” refers to requirements for organisational, infrastructural,
technical, or personnel-related areas that must be fulfilled in order to increase or otherwise
support information security. A security requirement also describes what has to be done in
order to achieve a specific level of information security. Ways to fulfil such requirements in
specific cases are described in corresponding security safeguards (see below). The term
“control” is also often used for security requirements.

IT-Grundschutz differentiates between Basic Requirements, Standard Requirements, and
requirements in case of increased protection needs. Basic Requirements are fundamental and
must always be implemented unless there are substantial reasons against it. Standard
Requirements must generally be implemented for normal protection needs unless they are
replaced by alternatives that are at least equally effective or the residual risk in question in
consciously accepted. Requirements in case of increased protection needs are exemplary
suggestions which should be implemented in an appropriate manner to meet corresponding
protection requirements.

Security concept



A security concept aids in implementing an organisation's security strategy and describes its
planned approach to achieving its security objectives. A security concept is the main
document in an organisation's security process. It must be possible to trace every security
safeguard back to the respective security concept.

Security design

Security design is one of the primary tasks of information security management. Based on the
results of structure analysis and the determination of protection needs, the required security
safeguards are identified and documented in a corresponding security concept.

Security safeguard

The term "security safeguard" (or simply "safeguard”) refers to any action that serves to control
and counteract security risks. This includes organisational, personnel, technical, and
infrastructural security safeguards. Security safeguards help fulfil security requirements (see
above). The terms “security measure” or simply “measure” are sometimes used as synonyms.

Security policy

A security policy formulates an organisation's official security objectives and general security
requirements. Detailed security safeguards are contained in a more comprehensive security
concept.

Standard Protection

Standard Protection essentially corresponds to the classic IT-Grundschutz methodology of BSI
Standard 100-2. Standard Protection provides a CISO with a means of safeguarding their
organisation's assets and processes in a comprehensive and in-depth manner.

Standard requirement
See “Security requirement”.
Strong authentication

Strong authentication refers to the combination of two or more authentication techniques—
for example, a password plus a transaction number (a one-time password) or a chip card. For
this reason, strong authentication is also often referred to as two-factor or multi-factor
authentication.

Structure analysis

As part of a structure analysis, the necessary information on the information domain, business
processes, applications, IT systems, networks, rooms, buildings, and connections under
consideration is captured and prepared to support the next steps of IT-Grundschutz.

Binding character

Binding character refers to the combined security objectives of authenticity and non-
repudiation. For the transmission of information, this means that a source of information has
proven its identity and the receipt of the corresponding message cannot be denied.

Availability



Services, information, and the functions of IT systems, IT applications, and IT networks are
considered available when users are able to access them as intended at all times.

Distribution effect

The distribution effect may have a relativising influence on protection needs if an individual
application has high protection needs, but its protection needs are not applicable to a given IT
system due to the fact that only insignificant parts of the application run on said system.

Confidentiality

Confidentiality means protection against the unauthorised disclosure of information.
Confidential data and information should only be accessible to those authorised using the
methods permitted.

Asset

Assets include anything that is important to an organisation (e.g. financial assets, knowledge,
objects, health).

Certificate

The term certificate is used in information security contexts in different ways. The main
definitions are as follows:

e ISO 27001 certificate: The standard ISO 27001, “Information Technology - Security
Techniques - Information Security Management Systems Requirements Specification”,
makes it possible to obtain certification for an IT security management system.

e SO 27001 certificates based on IT-Grundschutz: These certificates confirm that all
relevant security requirements according to IT-Grundschutz have been implemented
in a specific information domain. One prerequisite of receiving an ISO 27001 certificate
based on IT-Grundschutz is an examination by an ISO 27001 IT-Grundschutz auditor
licensed by the BSI. The tasks of an ISO 27001 IT-Grundschutz auditor include
inspecting the reference documents created by the organisation in question,
conducting an on-site examination, and creating an audit report. Based on the audit
report, the BSI certificate authority determines whether the necessary security
requirements have been implemented. If this is the case, it issues a certificate and
publishes it if this is requested by the applicant.

e Key certificate: A key certificate is an electronic confirmation used to assign signature
verification keys to a person. A certificate is required as confirmation from a
trustworthy third party to prove that the cryptographic key used to generate a digital
signature does belong to the signee.

e (Certificate of IT product security: Certification is performed according to
internationally recognised security criteria, such as the Common Criteria (ISO/IEC
15408). On this basis, a wide range of different products can be evaluated. It is essential,
however, that the security properties confirmed in a given certificate at the end of the
procedure support the preservation of confidentiality, availability, and integrity.

A digital certificate is a data record that confirms certain properties of persons or objects and
can be verified in terms of its authenticity and integrity by cryptographic procedures. Among
other things, a digital certificate enables the use of electronic signatures.



Target object

Target objects are the parts of a given information domain that can be assigned to one or more
modules of the IT-Grundschutz Compendium within the framework of modelling. Target
objects may include physical objects, such as IT systems. In many cases, however, target
objects are logical objects such as organisational units, applications, or an entire information
domain.

System access

This type of access refers to the use of IT systems, system components, and networks. System
access authorisations therefore allow a user to use certain resources, for example IT systems,
system components, or networks.

Data access

This type of access refers to the use of information or data. Data access authorisations thus
determine who (within the framework of roles) or which IT applications are authorised to
execute transactions and use information, data, or IT applications.

Site access

This type of access refers to the entry to restricted areas, for example certain rooms or
protected sections of a property. Site access authorisations therefore allow people to enter
certain environments, for example a property, a building, or specific rooms in a building.



Elementary Threats



G 0.1 Fire

Fire can cause serious damage to people, buildings and their equipment. In addition to the
direct damage caused by fire, there may be consequential damage whose effects, especially to
information technology, can reach catastrophic proportions. For example, damage from the
water used to fight the fire can occur not only at the immediate site of the fire. It can also
occur in lower parts of buildings. Burning PVC generates chlorine gases that form
hydrochloric acid when they come into contact with moist air and extinguishing water. If the
resulting hydrochloric acid vapours are spread via the air conditioning system, sensitive
electronic devices located in a part of the building far from the site of the fire may become
damaged. However, even "normal” smoke generated by a fire and spread by the air
conditioning system can cause damage to the IT equipment.

Fires can be started by careless handling of sources of fire (e.g. unattended open flames,
welding and soldering work, etc.), but also through improper use of electrical equipment (e.g.
unattended coffee machines, overloaded power strips). Technical defects in electrical devices
can also start a fire.

The following factors can help spread a fire, among other factors:

e Wedging open doors separating fire zones

e Improper storage of flammable material (e.g. waste paper)

e Failure to observe relevant standards and regulations for preventing fires
e Absence of fire detection and alarm systems (e.g. smoke detectors)

e Missing or unusable hand-held fire extinguishers or automatic extinguishing
equipment (e.g. gas extinguishing systems)

e Poor fire prevention measures (e.g. the absence of fire seals in cable trays or the use of
unsuitable insulation materials in heat and noise insulation).

Examples:

e Inthe early 1990’s, a mainframe computer centre near Frankfurt suffered catastrophic
fire damage that lead to its complete failure.

e Small electrical appliances such as coffee machines and table lamps are frequently
installed improperly or in the wrong place, and can then cause fires.



G 0.2 Unfavourable Climatic
Conditions

Unfavourable environmental conditions such as heat, frost or excessive humidity can lead to
different kinds of damage, such as malfunctions in technical components or damage to storage
media. These effects can be aggravated by frequent fluctuations in the climatic conditions.
Unfavourable environmental conditions can also mean that people are no longer able work or
are even injured or killed.

Each person and each technical device has a temperature range within which their normal
way of working (people) or proper functioning (devices) is ensured. A rise or fall in the ambient
temperature to a value outside that range could result in shut-downs, non-productive times,
operational malfunctions or equipment failures.

The windows in server rooms are frequently opened for ventilation purposes in an
unauthorised manner. During seasons in which the outside temperature varies greatly (in the
spring or autumn), open windows can cause large temperature fluctuations, and humidity
levels may exceed the permissible upper limit due to the sudden drop in temperature.

Examples:

e At midsummer temperatures and without adequate cooling, IT devices may fail
because the temperature is too high.

e An IT system that is too dusty may overheat.

o If the temperature is too high, magnetic storage media may be demagnetised.



G 0.3 Water

Water may impair the integrity and availability of information that is stored on analogue and
digital data media. Information stored in the memory of IT systems is also at risk. The
uncontrolled flow of water into buildings or rooms can be caused by the following, for
example:

e Disruptions to the water supply or sewer system

e defects in the heating system

e defects in air conditioning systems connected to a water supply

e defects in sprinkler systems

e water used to extinguish a fire

e sabotage using water, for example by turning on the water taps and blocking the drains.

Regardless of how the water enters a building or room, there is a danger that it will damage the
supply systems or IT components or put them completely out of operation (short-circuits,
mechanical damage, rust, etc.). Especially if central building supply system equipment (main
distributors for the electrical, telephone, or data systems) is installed in rooms in the basement
not equipped with automatic water drainage equipment, then water entering these rooms can
cause large amounts of damage.

Problems may also be caused by frost. For example, conduits in areas subject to frost can start
to leak if water stands still in the case of persistent frost. Existing thermal insulation can also
succumb to frost over the course of time.

Example:

e Inaserver room, a water pipe was routed under the ceiling and then enclosed with
plasterboard. When a leak arose in one of the water pipe connections, it was not
detected promptly. The water that escaped formed a pool at the lowest point of the
plasterboard enclosure first before it escaped from there, causing a short-circuit in a
power distributor located beneath it. As a result, both the water and the power supply
in the affected part of the building had to be switched off completely until the repair
work was finished.



G 0.4 Pollution, Dust, Corrosion

In addition to electronics, many IT devices also contain mechanical operating components, as
is the case for hard disks and removable disks, DVD drives, printers, scanners etc., and also for
processor and power supply unit fans. The increasing demands on the quality and speed of
these components means they must operate more and more precisely. Even minor
contamination can cause a device to malfunction. For example, dust and pollution can occur
to a larger extent when the following activities are carried out:

e work on walls, raised floors, or other parts of the building-
e hardware upgrades.
e unpacking of devices (e.g. Styrofoam packaging materials).

In most cases, the safety circuits built in to the devices switch them off in time. Although this
may reduce the resulting amount of direct damage to the device, repair costs, and downtime,
the corresponding device will still be unavailable during this time.

Moreover, devices and the infrastructure can be affected by corrosion. This may even
negatively impact building safety, not just the IT.

Corrosion can also lead indirectly to other threats. For example, water can leak from corroded
areas (see G 0.3 Water).

In general, pollution, dust or corrosion can cause failures of or damage to IT components and
supply systems. As a result, proper information processing may be impaired.

Examples:

e Aserver was installed in a media room together with a copying machine and a fax
machine, after which the processor fan and the power supply fan slowed down due to
the large amount of dust in the room. The failure of the processor fan caused the server
to crash sporadically. Eventually, the power supply unit fan failed too, causing the
power supply unit to overheat and short-circuit, which in turn resulted in the total
failure of the server.

e Tohanga wall panel in an office, holes were drilled into the wall by the building
services personnel. The employee left his office for a short time so the work could be
done. When he returned to his workplace, he discovered that his PC no longer worked.
The failure was caused by the dust generated by the drilling, which had penetrated into
the PC power supply unit through the ventilation slots.



G 0.5 Natural Disasters

Natural disasters refer to natural changes which have devastating consequences for people and
infrastructures. Causes for a natural catastrophe can be seismic, climatic or volcanic
phenomena, such as earthquakes, flooding, landslides, tsunamis, avalanches and volcanic
eruptions. Examples of extreme meteorological phenomena include thunderstorms,
hurricanes, or cyclones. Depending on the site of the organisation, it is exposed to the risks
from the various types of natural disasters to different degrees.

Examples:

e For computer centres in flood-prone regions, there is often the particular risk of water
entering the building in an uncontrolled manner (flooding or rise in groundwater
level).

e The frequency of earthquakes and thus also the associated risk depends to a large
extent on the geographical location.

Regardless of the type of natural disaster, there is also a danger in regions which are not
directly affected that supply systems, communication links or IT components are damaged or
put completely out of operation. Especially if central building supply system equipment (main
distributors for the electrical, telephone, or data systems) fails, this can cause major damage.
Operating and service personnel may be denied access to the infrastructure due to extensive
restricted areas.

Examples:

e Many businesses, even large companies, do not take the danger of flooding seriously
enough. For example, one company was "surprised” several times by flood damage to
their computer centre. The computer centre was literally washed away twice within
14 months. The resulting damage was estimated to be several hundred thousand euros
and was not covered by insurance.

e AnIT system is located at a site where the geographical location is known for its
volcanic activity (intermittent phenomenon for which the emission phases alternate
with sometimes long non-emission phases).



G 0.6 Catastrophes in the Vicinity

A public authority or a company may be damaged if there is a serious accident in the
environment, for example a fire, an explosion, the release of toxic substances or the emission
of dangerous radiation. Here, the risk is not only posed by the event itself, but also by activities
which often result from these events, such as road closures or rescue measures.

The properties belonging to an organisation may be subject to a variety of threats from the
environment, among other things due to traffic (roads, railways, air, and water), neighbouring
businesses, or residential areas.

Prevention or rescue measures may also directly affect the organisation's properties. Such
measures can also mean that employees cannot reach their workplaces or that personnel
require evacuation. However, problems may also indirectly affect an organisation due to the
complexity of the building services and IT equipment.

Example:

e Ahuge cloud of smoke developed due to a fire in a chemical plant located in the
immediate vicinity of a computer centre (approximately 1000 metres away). The
computer centre had an air conditioning and ventilation system that was not equipped
with an outside air monitor. It was only the attentiveness of an employee (the accident
occurred during working hours) who followed the development and spreading of the
smoke cloud that allowed the outside air intake to be closed manually before it was too
late.



G 0.7 Major Events in the Vicinity

Large events of all kinds can lead to disruptions of the normal operation of a public authority
or company. Such events include street festivals, concerts, sporting events, labour disputes,
and demonstrations. Rioting in connection with such events can have additional side-effects
ranging from intimidation of the organisation's personnel to the use of violence against
personnel or the building.

Examples:

e During the hot summer months, a demonstration was held in the vicinity of a
computer centre. The situation escalated and led to violence. One window of the
computer centre facing a side street was left open. A demonstrator entered through the
window and took the opportunity to steal hardware which contained important
information.

e An electrical power line was cut accidentally while setting up a large funfair. This lead
to a power failure in the computer centre supplied with power by this line, although
the centre's emergency power system was able to take over and provide power.



G 0.8 Failure or Disruption of the
Power Supply

In spite of high levels of service security, power supply disruptions still occur regularly at
power distribution system operators or power supply companies. Most of these malfunctions
are so short (less than one second long) that consumers do not even notice them. However,
interruptions lasting longer than 10 ms can cause disruptions to IT operations. In addition to
malfunctions in the power supply system, however, switching off equipment when
performing scheduled maintenance or cables damaged by excavation work can also cause the
power supply to be disrupted.

Note that not only the obvious, direct consumers of electricity (PCs, lighting, etc.) depend on
the power supply. Much infrastructural equipment used today depends directly or indirectly
on electrical power, e.g. lifts, air conditioning technology, alarm systems, security gates,
automatic door closing units and sprinkler systems. Even the water supply in high-rise
buildings relies on electricity to generate water pressure on the upper floors using pumps. If
the power supply disruptions occur over longer periods of time, disruption of infrastructural
equipment can mean that no more activities can be carried out in the affected areas.

Apart from disruptions, other malfunctions of the power supply can also impair operations.
Overvoltage, for example, can result in malfunctions or even damage to electrical devices.

[t must also be noted that the organisation's own business processes may also be affected by
disruptions or malfunctions of the power supply in the neighbourhood under certain
circumstances, for example if access roads are blocked.

Examples:

e Duetoan error in the UPS of a computer centre, the UPS did not switch back to normal
operation after a brief power failure. After about 40 minutes, the batteries were empty
and all the computers in the affected server room failed.

e At the beginning of 2001, there was a power emergency in California that lasted over
40 days. The power supply situation was so tight that the Californian Independent
System Operator mandated rolling blackouts. These power outages, which lasted up to
90 minutes, not only affected households, but also companies in the high-tech sector.
Since the power failure also caused alarm systems and surveillance cameras to be
switched off, the power supply company kept their rolling blackout timetables secret.

e In November of 2005, many communities in Lower Saxony and North Rhine-
Westphalia were without power for days after heavy snowfall because numerous power
line towers had collapsed under the weight of the snow and ice. It took several days to
restore power.



G 0.9 Failure or Disruption of
Communication Networks

Today, many business processes require at least temporarily intact communication links,
either by telephone, fax, e-mail or other services using local area networks (LAN) or wide area
networks (WAN). If some or several of these communication links fail over a longer period of
time, this may have the following consequences:

e business processes can no longer be carried out, since necessary information cannot be
retrieved.

e customers can no longer contact the organisation for questions.
e orders cannot be placed or completed.

If time-critical IT applications are run on IT systems that are connected via wide area
networks, then the initial damage and consequential damage possible are correspondingly
high if no alternative methods are available (such as connecting to a second communication
network).

Similar problems may occur if there are malfunctions in the required communication
networks, but without a complete failure. For example, communication links may also a have
a higher error rate or other quality defects. Incorrect operating parameters may also lead to
impairments.

Examples:

e Today, the Internet has become an indispensable means of communication for many
organisations, among other things, to retrieve important information, to present
themselves and to communicate with customers and partners. Companies which
specialise in Internet-based services particularly depend on a properly functioning
Internet connection.

e Asnetworks converge, voice and data services are often transported using the same
technical components (e.g. VoIP). This, however, increases the risk that the voice
services and data services fail at the same time if there is a malfunction in
communications technology.



G 0.10 Failure or Disruption of
Supply Networks

Buildings normally house a number of basic supply and disposal networks that therefore serve
as a foundation for all business processes in an organisation, including its IT. Examples of such
supply networks include the following:

e electrical power

e telephone

e cooling

e heating and ventilation

e water and waste water

o fire-fighting water supply

e gas

e alarm and control systems (e.g. for intrusion, fire, building management)
e intercom systems

Amongst other things, the failure or malfunction of a supply network can mean that people
can no longer work in the building or that IT operations and thus information processing are
impaired.

The networks are mutually dependent to varying degrees, which means that operational
disruptions in any of the individual networks will also affect the other networks.

Examples:

e A failure of the heating or ventilation may mean that all employees have to leave the
affected buildings. Under certain circumstances this can result in high damages.

e A power failure will not only have a direct impact on the IT, but also on all other
networks and systems equipped with electrically operated monitoring and control
technology. There may even be electric lifting pumps installed in the sewage pipes
under certain circumstances.

e A failure of the water supply may eventually affect the operation of air conditioning
systems.



G 0.11 Failure or Disruption of
Service Providers

Today, hardly any organisation is able to function without service providers such as suppliers
or outsourcing providers. When organisational units depend on service providers, failures of
outsourced services may impair the ability of the organisation to perform its tasks. The partial
or full failure of an outsourcing service provider or a supplier may have a major effect on
business continuity, and especially on critical business processes. There are various different
causes for these failures, such as bankruptcy, unilateral termination of the contract by the
service provider or supplier, operational problems such as forces of nature or a shortage of
personnel. Problems may also occur if the services rendered by the service provider do not
meet the quality requirements of the customer.

It must also be noted that service providers also often use subcontractors in order to be able to
provide the customer with their services. Malfunctions, defects in the quality and failures on
the part of the subcontractors may therefore also indirectly result in impairments at the
customer.

Failures of IT systems at the service provider or of the communication links to the service
provider may also cause impairments of the customer's business processes.

Retrieval of outsourced processes, if necessary, may be very difficult, for example since the
outsourced processes are not documented adequately or because the previous service provider
does not support the return of the processes into organisation's own infrastructure.

Examples:

¢ One company installed its server in the computer centre of an external service
provider. After a fire in this computer centre, the financial department of the company
was unable to function. This resulted in significant financial losses to the company.

e The just-in-time production of a company was dependent on timely deliveries of
supplies and materials by an external service provider. After one of the service
provider's vans malfunctioned, the delivery of urgently needed parts was drastically
delayed. Thus, it was not possible to supply a number of customers in a timely manner.

e Abank contracted a cash-in-transit company for all cash transports. The cash-in-
transit company then unexpectedly declared bankruptcy. The contract negotiations
and route planning with the new transportation company took several days. As a
consequence, this led to serious problems and long delays in the transportation of cash
to and from the branch offices of the bank.



G 0.12 Electromagnetic
Interference

Today, information technology consists of electronic components to a large extent. Optical
transmission technology is also increasingly used, but computers, network switching elements
and storage systems, for instance, usually contain a very large number of electronic
components. The function of electronic devices can be impaired or even damaged by
electromagnetic interference radiation acting on such components. As a consequence, this
may result in failures, malfunctions, incorrect processing results or communication errors
amongst other things.

Wireless communication can also be impaired by electromagnetic interference. Under certain
circumstances, a sufficiently strong interference of the frequency bands used is enough to
cause electromagnetic interference.

In addition, information that is stored on certain types of storage media may be deleted or
corrupted by electromagnetic interference. This applies particularly to magnetisable storage
media (hard disks, magnetic tapes etc.) and semiconductors. These storage media may even be
damaged by electromagnetic interference.

There are many different sources of electromagnetic fields or radiation, for example wireless
networks such as WLAN, Bluetooth, GSM, UMTS etc., permanent magnets and cosmic
radiation. Moreover, each electrical device emits more or less strong electromagnetic waves
which can be spread through the air, amongst other things, and along metallic conductors (e.g.
cables, air conditioning ducts, heating pipes etc.).

In Germany, the Electromagnetic Compatibility Act (EMVG) contains rules with respect to this
topic.



G 0.13 Interception of
Compromising Interference
Signals

Electrical devices emit electromagnetic waves. With devices that process information (e.g.
computers, monitors, network switching elements, printers), these emissions can also contain
the information currently being processed. Emissions carrying such information are referred
to as compromising interference signals. An attacker who is in a neighbouring building or
even in a vehicle parked in the vicinity, for instance, may try to receive these signals and
reconstruct the processed information based on them. The confidentiality of the information
is therefore questionable. A possible objective of such an attack is industrial espionage.

The limit values of the Electromagnetic Compatibility Act (EMVG) are generally not low
enough to prevent someone from intercepting the compromising interference signals. If this
risk cannot be accepted, additional safeguards must therefore be taken as a general rule to
prevent this.

Compromising emanations are not limited to electromagnetic waves. Sound waves, for
example when using printers or keyboards, may also be used under certain circumstances to
obtain useful information.

It must also be noted that compromising interference signals are also caused or increased by
external manipulation of devices in certain cases. If, for example, a device is irradiated with
electromagnetic waves, it may happen that the reflected waves contain confidential
information.



G 0.14 Interception of Information
/ Espionage

Espionage refers to attacks with the aim of collecting, evaluating and processing information
about companies, people, products or other target objects. The processed information can then
be used, for example, in order to obtain a specific competitive edge for another company,
extort people or be able to copy a product.

In addition to the large number of technically complex attacks, there are often much simpler
methods for obtaining valuable information, for example, by combining information from
several publicly accessible sources, which seem to be harmless separately, but can be
compromising in other contexts. Since confidential data is not adequately protected in many
cases, it is possible to obtain this data using visual, acoustic, or electronic methods.

Examples:

e Many IT systems are protected against unauthorised use by identification and
authentication mechanisms, for example in the form of user ID and password
verification. However, if the passwords are transmitted in unencrypted form over lines,
it may be possible for an attacker to read the passwords under certain circumstances.

e In order to be able to withdraw money from an automatic cash dispenser, the correct
PIN must be entered for the debit or credit card. Unfortunately, the privacy protection
offered by these machines is often inadequate, and an attacker can watch customers
entering their PINs simply by looking over their shoulder. If the attacker is then able to
steal the card later, they can use it to raid the account.

e To obtain access rights to a PC or to otherwise manipulate the PC, an attacker could
send the user an e-mail containing a Trojan horse disguised as a supposedly useful
program. In addition to the direct damage caused by Trojan horses, they may also be
used to collect a wide range of information on the individual computer, and possibly
even on the local network. In fact, the goal of many Trojan horses is to obtain
passwords or other access data.

e In many offices, the workplaces are not properly protected to prevent people nearby
from listening in on conversations. This way, colleagues, but also visitors may listen in
on conversations and may obtain information that was not intended for their ears or is
even confidential.



G 0.15 Eavesdropping

Eavesdropping refers to targeted attacks to communication links, conversations, sound
sources of any kind or IT systems in order to collect information. This starts with undetected,
secret eavesdropping on a conversation and extends up to highly technical, complex attacks in
order to intercept signals that are sent via radio or lines, e.g. by means of antenna or sensors.

Due to the low risk of detection, line or radio communications tapping is a potential threat to
information security that should not be overlooked. In principle, there is no such thing as a
cable impervious to eavesdropping. Due to the low risk of detection, line tapping is a potential
threat to IT security that should not be overlooked. Whether a line is actually being tapped can
only be determined using sophisticated instruments.

The insecure transmission of authentication data using plain text protocols like HTTP, FTP or
Telnet is especially critical, since they can easily be analysed automatically due to the clear
structure of the data.

The decision to eavesdrop on information somewhere basically depends on whether the
information that could be obtained is worth the technical and financial expenditure and the
risk of detection. This question can only be answered by knowing what capabilities the
attacker has and what their particular interests are.

Examples:

e In the case of telephone calls, an attacker may be interested in more than just listening
in on conversations. The information which is transmitted during signalling can also be
misused by an attacker, e.g. if the password is transmitted as plain text when a user logs
in due to an incorrect setting on the end device.

e If wireless transmission is unprotected or inadequately protected (e.g. if a WLAN is only
secured using WEP), an attacker can easily tap the entire communication.

e E-mails can be read anywhere along their journey through the Internet if they are not
encrypted. Unencrypted emails should therefore not be compared to letters in the
classical sense, but rather to postcards.



G 0.16 Theft of Devices, Storage
Media and Documents

The theft of storage media, IT systems, accessories, software or data not only results in the
expense of having to replace the equipment or restore it to working order, but also in losses
resulting from a lack of availability. If confidential information is disclosed due to the theft,
this can cause additional damage. Mobile IT systems, which are easy to transport
inconspicuously, are often targeted for theft as well as servers and other expensive IT systems.
However, there are also cases where storage media, such as documents or USB sticks, were
stolen specifically in order to obtain access to the confidential information stored on them.

Examples:

During the spring of 2000, a notebook disappeared from the US State Department. In an
official statement, it was stated that the possibility that the notebook contained
confidential information could not be ruled out. Nor was it known whether the device
was protected against unauthorised access by encryption or any other means.

In a German government office, several break-ins occurred through the same
unprotected window. Some mobile IT systems disappeared in addition to other
valuable items. It was impossible to completely rule out the possibility that documents
had been copied or manipulated.

In the United Kingdom, there was a series of data privacy violations in which
confidential documents were disclosed because the corresponding storage media had
been stolen. In one case, several computer hard disks containing highly personal
information recorded during security checks of staff were stolen from the Royal Air
Force.

An employee of a call centre made copies of large amounts of confidential customer
data shortly before he was forced to leave the company. After leaving the company, he
sold the data to competitors. Since details of the incident eventually reached the press,
the call centre lost many important customers.



G 0.17 Loss of Devices, Storage
Media and Documents

There are a variety of causes that can lead to the loss off devices, storage media and
documents. Availability is directly affected, but confidential information may also fall into the
wrong hands if the storage media are not completely encrypted. There are costs associated
with the replacement of devices or storage media; even if they reappear, information may
have been disclosed or undesired programs may have been installed.

End devices and mobile storage media in particular can be lost easily. Today, huge amounts of
data can be stored on small memory cards. However, there are still regular occurrences of
documents in paper form accidentally left behind, for example in restaurants or on public
transportation.

Examples:

e An employee uses her journey to work in the tram to look through some documents. In
the rush to get off the tram at her stop, she accidentally leaves the papers on the seat
next to her. The documents are not of a confidential nature, but several signatures of
senior managers must be obtained again as a consequence.

e Atabig public event, an employee accidentally drops a memory card with confidential
calculations on the floor without noticing this when he is looking for something in his
briefcase. The finder sifts through the content on their laptop and sells the information
to competitors.

e A manufacturer sends CDs with software updates for troubleshooting purposes to
customers by post. Some of these CDs are lost on the dispatch route without the sender
or recipients being informed about this. As a result, the customers affected have to deal
with malfunctions of the software.



G 0.18 Poor Planning or Lack of
Adaptation

If organisational procedures that are used directly or indirectly for information processing are
not designed properly, security problems may arise. Although each individual process step is
carried out correctly, damage is often caused because processes are incorrectly defined in their
entirety.

Another possible cause for security problems is dependencies with other processes which are
not obviously related to information processing themselves. These dependencies may be easily
overlooked during the planning phase and thus cause impairments during operations.

Moreover, there may be security problems when tasks, roles or responsibilities are not clearly
assigned. Amongst other things, this may result in procedures being delayed, security
safeguards neglected or rules disregarded.

There is also a risk if devices, products, procedures or other means are not used properly to
realise information processing. The selection of an unsuitable product or vulnerabilities, for
example in the application architecture or in the network design, may lead to security
problems.

Examples:

e If maintenance or repair processes are not adjusted to the technical requirements, this
may result in unacceptable downtimes.

e Anincreased risk may arise from attacks to the organisation's own IT systems if
security-related requirements are not taken into account when purchasing information
technology.

e If the consumables required are not provided in a timely manner, the IT procedures
that depend on them may come to a standstill.

e Vulnerabilities may occur if unsuitable transmission protocols are selected when
planning an IT procedure.

Information technology and the entire environment of a public authority or company are
constantly changing. Such changes can include the addition or relocation of an employee, the
purchasing of new hardware or software, or a company supplying operating resources
declaring bankruptcy. Threats can result from not taking necessary organisational and
technical adjustments into consideration, or only doing so to an insufficient extent.

Examples:

e Due to changes made to the construction of a building, the existing escape routes were
changed. Since the employees were not adequately informed of the altered escape
routes, the building could be evacuated in the required time.

e When transmitting an electronic document, no one checked if the document was sent
in a data format that could be read by the recipient.



G 0.19 Disclosure of Sensitive
Information

Confidential data and information must only be accessible by those persons who are
authorised to access it. In addition to integrity and availability, confidentiality is one of the key
security objectives. For confidential information (such as passwords, personal data,
confidential company or governmental information, or development data), there is an
inherent danger that it will be disclosed through technical failures, carelessness, or even
deliberate action.

Access to confidential information can be gained from a variety of sources, for example:

e storage media in computers (hard disks)

e removable storage media (USB sticks, CDs, or DVDs)
e in printed form on paper (printouts, files)

e transmission routes used during data transmission

There are various ways of actually obtaining information, for example:

e reading files without authorisation

e thoughtlessly passing on information, e.g. in the course of repair orders
e deleting or destroying storage media inadequately

e stealing the storage medium for later evaluation

e tapping transmission lines

e infecting IT systems with malware

e viewing information on the screen or eavesdropping on conversations

Serious consequences can result for an organisation when sensitive information is disclosed. A
loss of confidentiality can have the following adverse effects, among others, on an
organisation:

e violations of laws, for example laws relating to data protection or banking secrecy
e negative internal effects, for example a loss of employee morale

e negative external effects, for example poorer relationships with business partners or
the loss of customer trust

e financial effects, e.g. damage claims, fines, and court costs
e impairment of the right to informational self-determination.

Aloss of confidentiality is not always detected immediately. In many cases, it only becomes
apparent later, e.g. by means of press enquiries, that unauthorised persons have gained access
to confidential information.

Example:



e Buyers of used computers, hard disks, mobile phones or similar devices often find
strictly confidential information such as patient data or account numbers on them.



G 0.20 Information or Products
from an Unreliable Source

If information, software or devices are used that come from unreliable sources or whose origin
and correctness have not been sufficiently verified, their use can involve high risks. This can
lead, among other things, to business-relevant information being based on an incorrect
database, to calculations producing incorrect results or to incorrect decisions being made. At
the same time, the integrity and availability of IT systems may also be impaired.

Examples:

e Recipients may be misled by e-mails, whose origin they have not verified, to carry out
certain actions which have adverse effects on themselves or others. For example, the e-
mail may contain interesting attachments or links which cause malware to be installed
on the recipient's system after they have been clicked. In these cases, the sender of the
e-mail may be faked or imitate that of a known communication partner.

e The assumption that a statement is true because you "read it in the newspaper"” or "saw
it on TV", is not always justified. Thus, incorrect statements may be incorporated into
business-critical reports.

e The reliability of information distributed via the Internet varies greatly. Using
statements from the Internet without verifying their sources may result in poor
decisions.

e When updates or patches from untrusted sources are installed, this may have undesired
side effects. When the origin of software is not verified, there is an increased risk that IT
systems are infected with malicious code.



G 0.21 Manipulation with
Hardware or Software

Manipulation is a term used to refer to each form of targeted, but secret intervention in order
to change all kinds of target objects without being noticed. Hardware or software can be
manipulated out of revenge to intentionally cause damage or for personal or financial reasons,
among others. For these types of attacks, all kinds of devices, accessories, storage media (e.g.
DVDs, USB sticks), applications, databases etc. may be the target.

Manipulations of hardware and software do not always result in immediate damage. If,
however, the information processed by using hardware and software is impaired, this may
cause all types of security impacts (loss of confidentiality, integrity or availability). The impact
of such manipulations becomes even greater the later they are detected, the greater the skills
and knowledge of the perpetrators, and the deeper the impact on a given workflow. The
effects range from unauthorised reading of sensitive data to the destruction of data media or
IT systems. Manipulations may thus also lead to significant downtimes.

Examples:

e Ina Swiss financial company, an employee had manipulated the application software
for certain financial services. It was thus possible for him to obtain sizeable amounts of
money illegally.

e By manipulating automatic cash dispensers, attackers have repeatedly succeeded in
illegally reading the data stored on payment cards. In connection with the PINs spied
out, this data was misused at a later point in time to withdraw money at the expense of
the cardholder.



G 0.22 Manipulation of
Information

There are a number of ways in which information can be manipulated, e.g. by collecting data
incorrectly or in an intentionally false manner, modifying the contents of database fields or
business correspondence. In principle, it is not only possible to manipulate digital
information, but also documents in paper form, for example. However, perpetrators can only
manipulate the information to which they have access. The more access rights a person has to
the files and directories of the IT systems and the more ways this person has to access
information, the more serious the manipulations they will be able to make. If such
manipulations are not detected in time, then the smooth operation of business processes and
specialised tasks may be seriously disrupted.

The sensitive information in archived documents usually requires protection. Manipulation of
such documents is especially serious because the manipulation can go unnoticed for years, and
even when discovered, it may no longer be possible to properly investigate the incident.

Example:

e An employee in accounting became so angry over the promotion of the co-worker with
whom she shared an office that she gained access to her co-worker’s computer while
she stepped out of the office for a short time. She seriously affected the company’s
published annual operating results just by changing some numbers in the monthly
balance sheet.



G 0.23 Unauthorised Access to IT
Systems

In general, each interface on an IT system not only provides the opportunity to use certain
services of the IT system in an authorised manner, but also carries the risk of the IT system
being accessed via these interfaces without authorisation.

Examples:

e Ifauser ID and the corresponding password are spied out, it is possible that the
applications or IT systems protected with these security mechanisms are used in an
unauthorised manner.

e Using inadequately secured remote maintenance accesses, hackers could access IT
systems without authorisation.

e Inthe event of inadequately secured interfaces of active network components, it is
conceivable that attackers would gain unauthorised access to the network component.
If they also succeed in overcoming local security mechanisms, for example if they
gained access to administrative authorisations, they could carry out all administration
activities.

e Many IT systems provide interfaces for the use of exchangeable data storage devices,
for example extended memory cards or USB storage media. When an IT system with
the corresponding hardware and software is not supervised, there is a risk that large
amounts of data could be read without authorisation or malware could be injected.



G 0.24 Destruction of Devices or
Storage Media

Negligence, improper use, but also untrained handling, can lead to the destruction of
equipment or data media that can seriously disrupt the operation of the IT system.

Furthermore, there is the risk that important information is lost due to the destruction, which
may not be recovered at all or may only be recovered with great effort.

Examples:

e An employee in one company used his knowledge of the fact that an important server
was sensitive to excessive operating temperatures and blocked the ventilation slots of
the power supply fan by hiding an object behind the server. Two days later, the hard
disk in the server malfunctioned due to overheating, and the server was down for
several days.

e An employee became so angry after his system crashed repeatedly that he let his anger
out on his workstation computer. He kicked the computer so hard that the hard disk
was damaged to the point of uselessness. The data stored on this hard disk could only
be partially reconstructed by restoring a backup from the day before.

e Aspilled cup of coffee or a puddle of water after watering plants can penetrate into an
IT system and cause short circuits.



G 0.25 Failure of Devices or
Systems

When time-critical applications are run on an IT system, the secondary damage resulting from
a system failure will be correspondingly high if there are no alternative systems available.

Examples:

e Firmware is loaded onto an IT system, but the firmware is not intended for use with
this type of system. The IT system will no longer start without errors and has to be
returned to an operable state by the manufacturer.

e A power failure in the storage system of an Internet Service Provider (ISP) resulted in
the shutdown of the storage system. Although it was possible to fix the actual error
quickly, the IT systems affected would not boot up correctly as there were
inconsistencies in the file system. As a consequence, several web servers operated by
the ISP remained unreachable for days.



G 0.26 Malfunction of Devices or
Systems

Today, devices and systems used for information processing often have many functions and
therefore have a correspondingly complex structure. In general, this applies both to hardware
and software components. Due to this complexity, there are many different sources of error in
these components. As a result, devices and systems often do not function as intended,
resulting in security problems.

There are many causes of malfunctions, for example material fatigue, manufacturing
tolerances, conceptual deficiencies, exceeded limit values, application conditions that were not
defined or lack of maintenance. Since there are no perfect devices and systems, a certain
residual probability for malfunctions must always be accepted anyway.

Malfunctions of devices or systems may impair all fundamental information security values
(confidentiality, integrity, availability). In addition, malfunctions may also remain undetected
over a longer period of time. It is therefore possible that calculation results are corrupted and
cannot be corrected in a timely manner.

Examples:

e A clogged ventilation grille leads to the overheating of a storage system which, as a
result, does not fail completely, but malfunctions only sporadically. It is only
discovered a few weeks later that the information stored is incomplete.

e Ascientific standard application is used to carry out a statistical analysis of a previously
collected set of data that is stored in a database. According to the documentation,
however, the application has not been approved for the database product used. The
analysis seems to work, but random checks showed that the calculated results are
incorrect. Compatibility problems between the application and the database were
identified as the cause.



G 0.27 Lack of Resources

If the resources available in one area are inadequate, this may also result in supply bottlenecks
with these resources, possibly leading to overload and failures. Depending on the type of
resources affected, a number of business processes may be impaired in the end by a minor
event whose occurrence was also predictable. The lack of resources may occur in IT operations
and communication links, but also in other areas of an organisation. If only inadequate
personnel, time and financial resources are provided for certain tasks, this may have manifold
negative repercussions. For example, the necessary roles in projects may not be staffed with
suitable persons. When operating resources such as hardware or software are no longer
sufficient to meet the requirements, specialised tasks may not be performed successfully
under certain circumstances.

In many cases, compensation can still be made for personnel, scheduling, financial, technical
and other shortcomings during regular operations for a limited period of time. Under serious
time pressure, however, they become all the more apparent, for example in emergency
situations.

Resources can also be overloaded deliberately when somebody generates an intensive demand
for an operating resource provoking an intensive and permanent disturbance of the operating
resource, see also G 0.40 Denial of Service.

Examples:

e Overloaded electrical cables heat up, which may result in a smouldering fire if they are
routed in an unfavourable manner.

e If new applications are operated on the network which have higher bandwidth
requirements than those taken into consideration in the planning phase, this may
result in a loss of availability of the entire network if it is no longer possible to
sufficiently scale the network infrastructure.

e When the administrators check the log files of the IT supported by them only
sporadically due to their high workload, it may be possible that attacks are only
detected when it is too late.

e Web servers may be overloaded by a large number of simultaneously submitted queries
to the point where normal access to the database becomes almost impossible.

e [facompany is subject to insolvency proceedings, it may be that there is no money for
urgently needed spare parts or that important service providers cannot be paid.



G 0.28 Software Vulnerabilities or
Errors

The following applies to every software: the more complex it is, the more frequently errors
will occur. Even in intensive tests, all errors are not detected prior to the delivery to the
customers in most cases. If software errors are not detected in time, the crashes or errors
resulting from the use of the software can have serious consequences. Examples of this are
incorrect calculation results, poor decisions of the management and delays in the flow of
business processes.

Software vulnerabilities or errors may result in serious security gaps in an application, an IT
system or all connected IT systems. These security gaps may be exploited by attackers to inject
malware, to read data without authorisation or to make manipulations.

Examples:

e Most of the warnings from Computer Emergency Response Teams (CERTS) in the last
few years have been related to security-relevant programming errors. These are errors
that arise during software development and that make it possible for the software to be
misused by attackers. A large part of these errors was caused by buffer overflows.

e Today, Internet browsers are an important software component on clients. Browsers
are often not only used to access the Internet, but also for internal web applications in
companies and public authorities. Software vulnerabilities or errors in browsers can
therefore cause particularly severe impairments of the information security of the
entire organisation.



G 0.29 Violations of Laws or
Regulations

If the information, business processes and IT systems of an institution are inadequately
protected (for example, as a result of inadequate security management), this can result in
violations of regulations relating to information processing or of existing contracts with
business partners. The relevant laws to be followed depend on the type of organisation and/or
its business processes and services. Depending on the locations of the organisation, various
national regulations may need to be followed. This is illustrated by the following examples:

¢ In Germany, the handling of personal data is regulated by a large number of
regulations. These include the Federal Data Protection Act and the State data protection
laws, but also a large number of industry-specific regulations.

e The management of a company is obliged to exercise due care for all business
processes. This includes the consideration of recognised security safeguards. In
Germany, various legal regulations such as KonTraG (Control and Transparency in
Business Act), GmbHG (Law on Private Limited (Liability) Companies) or AktG (Public
Companies Act) are in force, from which corresponding obligations to act and liabilities
of the management and/or the board of directors of a company regarding risk
management and information security can be derived.

e The proper processing of accounting-relevant data is regulated by various laws and
regulations. In Germany, these include, among others, the Commercial Code (e.g.
Sections 238 ff. of the HGB) and the General Tax Code (AO). The proper processing of
information naturally comprises its secure processing. In many countries, both must be
proven on a regular basis, for example, through external auditors within the scope of
the audit of the financial statements. If this reveals major security deficiencies, a
positive audit report cannot be issued.

e In many industries (e.g. the automotive industry) it is common practice that
manufacturers require their suppliers to comply with certain quality and safety
standards. In this context, requirements regarding information security are also being
specified to an increasing extent. If a contract partner fails to meet contractually
regulated security requirements, this can result in contractual penalties, but also
contract terminations or even the loss of business relationships.

Only a few security requirements arise directly from laws. However, as a rule, the law is based
on the state of the art as a general basis for assessment of the degree of security that can be
achieved. If, in an organisation, the existing security safeguards are not proportionate to the
values to be protected and the state of the art, this may have serious consequences.



G 0.30 Unauthorised Use or
Administration of Devices and
Systems

Without suitable site, system and data control mechanisms, it is virtually impossible to
prevent or detect the unauthorised use of devices and systems. For IT systems, the general
mechanism is the identification and authentication of users. However, even in IT systems that
use a strong identification and authentication function, unauthorised use is possible if the
corresponding security features (passwords, chip cards, tokens etc.) fall into the wrong hands.
Many errors can also be made when assigning, managing and updating authorisations, for
example if authorisations are assigned too extensively or to unauthorised persons or are not
updated in a timely manner.

Using devices and systems without authorisation, unauthorised persons may obtain
confidential information, carry out manipulations or cause disruptions.

A particularly important special case of unauthorised use is unauthorised administration.
When unauthorised persons change the configuration or the operating parameters of
hardware or software components, this may result in serious damage.

Example:

e When checking the log data, a network administrator detected initially inexplicable
events, which occurred on different days, but often in the early morning and in the
afternoon. On closer examination, it transpired that a WLAN router was configured
insecurely. People waiting at the bus stop in front of the company building had been
using this access to surf the Internet using their portable terminal devices while waiting
for the bus.



G 0.31 Incorrect Use or
Administration of Devices and
Systems

Incorrect use or administration of devices, systems and applications can jeopardise their
security especially if existing IT security safeguards are ignored or bypassed through the
misuse. In many cases, this results in malfunctions or failures. Depending on the types of
systems that are used incorrectly, the confidentiality and integrity of information may also be
impaired.

A particularly important special case of incorrect use is incorrect administration. Errors during
the installation, configuration, maintenance and support of hardware or software components
may lead to serious damage.

For example, security incidents can occur when access rights are granted too generously, the
passwords are easy to guess, the data media containing backup copies are inadequately
protected, or the terminals are not locked during temporary absences.

Similarly, data can also be accidentally deleted or changed through the incorrect operation of
IT systems or applications. However, confidential information could also be disclosed
unintentionally, for example when the data access rights are set incorrectly.

When power supply or network cables are routed in such a way that they are not protected,
they may be damaged accidentally, causing connections to fail. When device connection
cables are exposed, employees or visitors can trip over the cables and disconnect the devices.



G 0.32 Misuse of Authorisation

Depending on their roles and tasks, people are granted corresponding site, system and data
access authorisations. In this way, access to information is controlled and monitored on the
one hand, and people are enabled to carry out certain tasks on the other hand. For example,
people or groups of people need certain authorisations to be able to execute applications or
process information.

Authorisations are misused when a user deliberately uses privileges obtained with or without
authorisation outside the planned scope. Here, the goal is to obtain personal advantage or to
damage an organisation or certain people.

For historical, technical or other reasons, people will often have higher or more extensive site,
system and data access rights than they actually need to do their jobs. These rights may be
misused for attacks under certain circumstances.

Examples:

e Often, the more fine-grained the data access rights to information are designed, the
larger the maintenance effort to keep these authorisations up to date. Therefore, there
is a risk that there is too little differentiation between the different roles when
assigning data access rights and it is thus made easier to misuse the authorisations.

e In different applications, data access authorisations or passwords are stored in system
areas which can also be accessed by other users. Attackers could thus change the
authorisations or read passwords.

e People with authorisations that are too extensive could be tempted to access files of
other users, for example to read the e-mail of another user, because certain information
is urgently needed.



G 0.33 Shortage of Personnel

A shortage of personnel can seriously affect an organisation and its business processes.
Personnel may be absent unexpectedly due to illness, accidents, strikes, or death. Furthermore,
expected absences of personnel due to holidays or training programs must be considered. In
addition, normal terminations of employment must be taken into account, especially when
the time the employee is still available for work is shortened due to accrued vacation time.
Shortage of personnel may also be caused by an internal change in the workplace.

Examples:

e The network administrator of one company was off work as the result of a prolonged
illness. The company network continued to operate without error at first. However,
two weeks later the system crashed and no one was able to eliminate the error because
this employee was the only one trained in the operation of the network. As a result, the
network was unavailable for several days.

e While an administrator was on holiday, the backup media stored in a data safe were
needed. The access code for the safe had been changed just prior to this, and the
administrator was the only person who knew the new access code. It was only possible
to restore the data after several days because it was impossible to reach the
administrator any faster, as the administrator was on holiday.

e [f there is a pandemic, increasing numbers of personnel will be absent for extended
periods of time as the pandemic spreads, whether this is due to the illness itself or the
need to take care of children and family members. Some employees will not go to work
due to the fear of becoming infected in public transportation or in the organisation. As
a consequence, it will only be possible to perform the most essential tasks. The
maintenance required for systems, such as the central server or the air-conditioning
system in the computer centre, cannot be performed any more. More and more
systems will fail as time goes by due to the lack of maintenance.



G 0.34 Assault

An organisation, certain areas of the organisation or individual persons can be exposed to the
threat of an assault. The technical possibilities for carrying out an assault are numerous:
throwing bricks, creating an explosion using explosives, the use of firearms, or arson, for
example. Whether or not an organisation is subject to the risk of an assault, and if so, to what
extent, depends highly on the type of tasks performed and the political/social climate as well
as on the location of the building and its surroundings. Company and public authorities
operating in politically controversial areas are more exposed to this threat than other
organisations. Organisations located near areas commonly used for demonstrations are at
greater risk than more remote locations. In Germany, the Federal Office of Criminal
Investigation or one of the state offices of criminal investigation can be contacted to obtain an
assessment of the risk of a politically motivated assault or if you suspect you could be the
target of such an assault.

Examples:

e Abomb attack on the computer centre of a large federal agency took place in the 1980s
in Cologne. Due to the use of high-power explosives, the explosion not only destroyed
windows and walls, but also numerous IT systems in the computer centre.

e The attack on the World Trade Center in New York on 11 September 2001 not only
killed many people, but also destroyed a large amount of IT equipment. As a result,
several companies had serious problems resuming business.



G 0.35 Coercion, Blackmail or
Corruption

Coercion, blackmail or corruption may lead to the impairment of the security of information
or business processes. Through the threat of violence or other disadvantages, an attacker may
for example try to force the victim to ignore security policies or bypass security safeguards
(coercion).

Instead of threatening, attackers may also specifically offer money or other advantages in
order to make employees or other people their instruments for carrying out security
violations (corruption). For example, there is the risk that a corruptible employee may forward
confidential documents to unauthorised persons.

In principle, coercion or corruption can impair all fundamental information security values.
Amongst other things, attacks may seek to forward confidential information to unauthorised
persons, manipulate business-critical information or disrupt the smooth operation of business
processes.

There is a particularly high risk if these attacks are directed against senior managers or people
in positions of special trust.



G 0.36 Identity theft

In case of an identity theft, an attacker pretends to be someone else, which means that they
use information about another person in order to act on their behalf. For this purpose, data
such as the date of birth, address, credit card or account numbers is used, for example, to log in
to an Internet service provider at the expense of others or to gain another type of advantage.
In many cases, identity theft also results directly or indirectly in damage to the reputation of
those concerned, but also leads to huge amounts of time required to clarify the causes and
avert adverse consequence for the victims. Some forms of identity fraud are also referred to as
masquerade.

Identity theft occurs particularly often in cases in which identity checks are carried out
carelessly, especially if expensive services are based on it.

A person who has been deceived regarding the identity of their communication partner may
easily be led to disclose information requiring protection.

Examples:

e For different e-mail providers and auction platforms in the Internet, it was initially
sufficient to made up an invented name and combine it with a suitable address from
the telephone book. At the start, attackers could also register using an obviously
invented name, for example using the name of a cartoon character. Once stricter
plausibility tests were introduced, names, addresses and account numbers of real
persons were also used for this purpose. The victims only discovered this when they
received the first payment requests.

e The sender addresses of e-mails can be easily corrupted. Users are commonly deceived
into believing that an e-mail comes from a trusted communication partner. Similar
attacks are possible by manipulating the calling line identity presentation (CLIP) for
voice connections or by manipulating the sender ID for fax connections.

e Attackers may use a masquerade to attempt to intrude on an already established
connection without having to authenticate themselves, since this step was already
performed by the original communication partners.



G 0.37 Repudiation of Actions

For various reasons, people may deny having performed certain acts, for example because
these acts violate instructions, security policies or even laws. However, they could also deny
having received a notification, for example because they have forgotten an appointment or
deadline. In the area of information security, the binding nature is therefore often pointed out,
a characteristic which is used to ensure that acts that actions taken cannot be denied without
justification. In this context, the term "non-repudiation” is used.

In communications, an additional distinction is made as to whether a communications
subscriber denies the receipt of messages (repudiation of receipt) or the dispatch of messages
(repudiation of origin). Denying the receipt of messages may be relevant, amongst other
things, for financial transactions, e.g. if someone denies having received an invoice within the
time stipulated. A communications subscriber can also repudiate transmission of a message,
e.g. deny having sent an order. Having sent or received a message can be denied in the case of
post just as with fax or e-mail.

Example:

e An electronic order is placed for an urgently needed spare part. After a week, a
complaint about non-delivery of the part was lodged. In the meantime, high costs are
incurred by the loss of production. The supplier denies ever having received such an
order.



G 0.38 Misuse of Personal
Information

In almost all cases, personal information is particularly sensitive information. Typical
examples include information about personal or material circumstances of an identified or
identifiable natural person. If the protection of personal data is not adequately ensured, there
is the risk that the social or financial standing of those concerned will be impaired.

For example, personal data may be misused when an organisation collects too much personal
data, has collected it without legal cause or the consent of the individual, uses it for a purpose
other than the permitted one for which it was collected, deletes personal data too late or gives
it to third parties without authorisation.

Examples:

e Personal data must only be processed for the purpose it was collected or stored for the
first time. It is therefore not permissible to use log files, in which the login and logout of
users on IT systems are only documented for access control, in order to check
attendance and behaviour.

e People who have access to personal data could give it to third parties without
authorisation. For example, an employee working at the reception of a hotel could sell
the login data of guests to advertising firms.



G 0.39 Malware

Malware is software designed specifically with the goal of executing unwanted and usually
damaging functions. Common types of malware include, among others, viruses, worms, and
Trojan horses. Malware is usually activated in secret without the knowledge or permission of
the user.

These days, malware provides an attacker with extensive communication and control
capabilities, as well as a number of functions. Among other purposes, malware may be used to
obtain specific passwords, control systems remotely, disable protective software and collect
data without authorisation.

The most serious damage that can be caused by malware is the loss or corruption of
information or applications. However, the image loss and financial damage that can result
from malware can also be significant.

Examples:

e In the past the W32/Bugbear malware spread in two ways: it searched local networks
for computers with shares with write access and copied itself to them. In addition, it
sent itself in an e-mail in HTML format to the recipients in the e-mail address book of
the computers it infected. Due to an error in the HTML routine of certain e-mail
programs, the malware was executed when the message was opened without requiring
any action by the recipient.

e The W32/Klez worm spread different versions of itself. Infected computers sent the
virus to all recipients in the address book of these computers. Once this virus infected a
computer, it prevented all further attempts to install commonly available anti-virus
software by continuously manipulating the operating system. The continuous
manipulation of the operating system made disinfecting the infected computer
significantly more difficult.



G 0.40 Denial of Service

There are a large number of different forms of attacks which aim to prevent certain services,
functions or devices from being used as intended. The generic term used for these attacks is
"denial of service". In many cases, these attacks are often referred to as a "DoS attack”.

Amongst others, these attacks can be initiated by disgruntled employees or customers, but also
by competitors, blackmailers or politically motivated perpetrators. The target of the attacks
may be all kinds of business-relevant values. Typical forms of DoS attacks include:

e disrupting business processes, e.g. by flooding the incoming order department with
incorrect orders.

e impairing the infrastructure, e.g. by blocking the doors of the organisation.

e causing IT failures, e.g. by specifically overloading the services of a server in the
network.

This type of attack is often connected to the use of distributed resources, with the attacker
placing such high demands on these resources that they are no longer available to the actual
users. When IT-based attacks are conducted, for example, a shortage of the following resources
can be artificially induced: processes, CPU time, memory, disk space, transfer capacity.

Example:

e Inspring 2007, strong DoS attacks to numerous Internet websites were carried out in
Estonia over a longer period of time. This resulted in significant impairments when
using information sites and services in the Internet in Estonia.



G 0.41 Sabotage

Sabotage refers to the intentional manipulation or damaging of objects or processes with the
aim of inflicting damage on the victim. Computer centres or communications links owned by
public authorities or companies make particularly attractive targets, since a dramatic effect
can be achieved here with a relatively low effort.

The complex infrastructure of a computer centre can be selectively manipulated by external
attackers, and particularly by insiders, by attacking specific, important components with the
goal of disrupting operations. Here, inadequately protected building management systems and
communication infrastructures, as well as central supply points are subject to a particular risk,
which may not be monitored organisationally or technically and provide outsiders with easy
and unobtrusive access.

Examples:

e Inalarge computer centre, manipulation of the UPS resulted in a temporary total
power failure. The perpetrator had repeatedly switched the UPS to the bypass mode
manually and then tampered with the main power supply to the building. There were
are total of four blackouts over a period of three years. In some cases, this even resulted
in damage to hardware. The service outages lasted between 40 and 130 minutes.

e Sanitary facilities were also available in a computer centre. By blocking the drains and
turning on all taps at the same time, water penetrated into central technical
components. The damage caused in this manner resulted in disruptions to the
operation of the production system.

e Sabotage poses a special risk to electronic archives since a large number of documents
requiring protection are stored in a small amount of space. In this way, it is possible to
cause extensive damage with just minor, selective tampering under some
circumstances.



G 0.42 Social Engineering

Social engineering is a method used to gain unauthorised access to information or IT systems
by social action. Social engineering exploits human characteristics such as the willingness to
help others, trust, fear, or respect for authority. It can be used to manipulate employees into
performing unauthorised tasks. Typical examples of attacks carried out using social
engineering include the manipulation of employees by calling them on the telephone and
masquerading as one of the following persons:

e Areceptionist whose supervisor wants to do something quickly but has forgotten their
password and needs it urgently now.

e An administrator who calls because of a system error, since they need the user's
password to eliminate the error.

If asked critical questions, the enquiring caller may say that they are is somebody "important"
or "just a temp".

Another strategy used in systematic social engineering is to build a long-term relationship
with the victim. By making numerous trivial telephone calls in advance, the attacker is able to
collect information and build trust, which they can then exploit later.

Such attacks can also be conducted in several stages by using the knowledge and techniques
gained in the previous stages.

Many users know that they are not allowed to give their passwords to anyone else. Social
engineers are aware of this and therefore need to find other ways to reach their goals. Consider
the following examples:

e An attacker may ask the victim to execute commands or run programs with which the
victim is not familiar, for example to help solve an alleged problem with the IT.
However, the request could contain disguised commands for changing the data access
rights. The attacker may then be able to gain access to sensitive information.

e Many users use a strong password, but then use the same password for several different
accounts. If an attacker is running a useful network service (such as an e-mail address
system) that the users need to provide authentication for, then the attacker could
obtain the desired passwords and login information. Many users will use the login data
for this service for other services as well.

If attackers obtain passwords or other authentication features in an unauthorised manner, for
example by means of social engineering, this attack is often also referred to as "phishing"
(combination of the words "password" and "fishing").

When conducting a social engineering attack, the attacker will not always be visible. In many
cases, the victims never even find out that they have been exploited. If this is the case, the
attacker does not even have to worry about criminal prosecution and also has a source for
obtaining additional information later.



G 0.43 Attack with Specially
Crafted Messages

When conducting this type of attack, attackers send specially crafted messages to systems or
people with the aim of obtaining an advantage for themselves or causing damage to the
victim. To design the messages for this purpose, the attackers use, for example, interface
descriptions, log specifications or records of past communication behaviour.

In practice, there are two important special cases of attack with specially crafted messages:

When carrying out a "replay attack" (reimporting messages), attackers record valid
messages and replay this information at a later point in time (almost) unchanged. It can
also be sufficient to use only parts of a message, such as a password, in order to enter an
IT system without authorisation.

When conducting a "man-in-the-middle attack", the attacker takes an intermediary
position in the communication between different participants without being noticed.
Usually, the attacker deceives the sender of a message by pretending to be the actual
recipient, and also deceives the recipient by pretending to be the actual sender. If
attackers succeed in deceiving both, they can thus receive messages which are not
meant for their eyes and evaluate and specifically manipulate the messages before
passing them on to the actual recipient.

An encryption of the communication does not provide for protection against man-in-the-
middle attacks when there is no secure authentication of the communication partners.

Examples:

An attacker records the authentication data (e.g. user ID and password) during the login
procedure of a user and uses this information in order to gain access to a system. In the
case of authentication protocols that are purely static, a password transmitted in
encrypted form can also be used in order to access a third-party system in an
unauthorised manner.

In order to cause financial damage to the employer (public authority or company), an
employee places an approved order several times.



G 0.44 Unauthorised Entry to
Premises

If unauthorised persons are able to break in to a building or individual rooms in a building,
then the organisation may be subject to various other threats as a consequence. Such threats
include the theft or manipulation of information or IT systems, for example. When well-
planned attacks are conducted, the amount of time the perpetrator has to pursue their goal is
decisive.

In many cases, the perpetrators want to steal valuable IT components or other goods which
can be easily sold. However, the goal of a burglary may also be to access confidential
information, carry out manipulation or disrupt business processes, for example.

Several different types of damage may thus occur if premises are entered without
authorisation:

e Property damage can also result from the very act of unauthorised intrusion, Windows
or doors are forced opened and damaged, which means they need to be repaired or
replaced.

e Stolen, damaged or destroyed devices or components must be repaired or replaced.

e Damage may be caused if the confidentiality, integrity or availability of information or
applications is violated.

Examples:

e Vandalism

e When breaking in to a company at a week end, minor damage was caused to a window
as it was forced open. It initially appeared as though only a coffee cash box and some
small items of furniture were stolen. It was later discovered during a routine check that
a central server was cleverly manipulated exactly at the time of the break-in.



G 0.45 Data Loss

The loss of data is an event which means that a database can no longer be used as required (loss
of availability). A frequent form of data loss is that data is deleted accidentally or without
authorisation, for example due to improper use, malfunctions, power failures, soiling or
malware.

However, data may also be lost when devices or storage media are damaged, lost or stolen. This
risk is often particularly high for portable terminal devices and mobile storage media.

Furthermore, it must be noted that many mobile IT systems are not always online. Therefore,
the data stored on these systems is not always up to date. When databases between mobile IT
systems and stationary IT systems are synchronised, data may be lost due to carelessness or
malfunction.

Examples:

A PDA falls out of someone’s shirt pocket and breaks into pieces on the floor tiles, or a
dog retrieves a mobile phone instead of the newspaper, unfortunately with the
corresponding consequences. These and similar events cause many total losses of data
on portable terminal devices.

There is malware which selectively deletes data on infected IT systems. For some
malware, the delete function is not run immediately when the system is infected, but
only when a defined event occurs, for example when the system clock has reached a
specific date.

Many Internet services can be used to store information online. If the user forgets the
password or if the password is not stored, it may not be possible to access the
information stored unless the service provider offers a suitable method to reset the
password.

Hard disks and other mass storage media only have a limited service life. If no suitable
redundancy measures have been taken, data loss may be caused by technical defects.



G 0.46 Loss of Integrity of Sensitive
Information

The integrity of information may be impaired for different reasons, e.g. manipulations, errors
caused by people, incorrect use of applications, malfunctions of software or transmission
errors.

e Information can be lost due to the ageing of the data media.
e Transmission errors: these can occur when transmitting data.
e Malware: this can be used to change or destroy entire databases.

e Entering the wrong data: this can trigger unwanted transactions, which often go
unnoticed for a long time.

e Attackers can attempt to manipulate data for other purposes, e.g. to gain access to other
IT systems or databases.

e Manipulation of the index database of an electronic archive can cause it to archive the
wrong documents or to archive or retrieve falsified documents.

When the integrity of information is violated, a number of problems can arise:

e Inthe simplest case, it may just be impossible to read the information, which means it
cannot be processed either.

e Data can be accidentally or deliberately falsified and lead to the disclosure of incorrect
information. As a result of this, electronic bank transfers may contain the wrong
amount, be sent to the wrong recipient, the sender address of emails could be
manipulated, or many other kinds of problems could arise.

e If the integrity of encrypted or compressed records is lost (this only takes a change to a
single bit), it may be impossible to decrypt or unpack the records under certain
circumstances.

e The same also applies to cryptographic keys, i.e. changing just one bit in a key makes
the key unusable. In turn, this could then make it impossible to decrypt the data or
check its authenticity.

e Documents stored in electronic archives are not considered conclusive evidence when
the integrity of the documents cannot be verified.



G 0.47 Harmful Side Effects of IT-
Supported Attacks

IT-supported attacks may have effects that

e are not intended by the attackers.
e do not affect the directly attacked target objects.
e damage third parties not involved.

This due to the high complexity and networking of state-of-the-art information technology as
well as the fact that the dependences of the attacked target objects and the related processes
are usually not obvious.

Among other results, this may mean that the actual protection needs of target objects are
miscalculated or that the persons in charge of target objects do not have a vested interest in
removing the defects of such target objects.

Examples:

e Often, bots installed on IT systems that attackers may use to perform distributed
Denial-of-Service attacks (DDoS attacks) do not represent a direct threat for the
infected systems themselves. This is because the DDoS attacks usually are directed
against IT systems of third parties.

e Attackers may use vulnerabilities of IoT devices in WLANs as an entry gate to attack
other important devices in the same WLAN. That is why such IoT devices must be
protected, even if they only have low protection needs themselves.

e Insome circumstances, ransomware attacks on IT systems may trigger chain reactions
and, correspondingly, also affect critical infrastructures. In turn, this could result in
supply bottlenecks for the population, even if the attackers did not intend to achieve
this.
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ISMS.1 Security Management

1. Description

1.1. Introduction

The planning, management, and monitoring role that is essential to setting up and
continuously implementing a well thought-out and effective process for maintaining
information security is referred to as (information) security management. A properly
functioning security management process must be embedded into the existing management
structures of every organisation. For this reason, it is practically impossible to specify an
organisational structure for security management that is directly applicable to every
organisation. Instead, such structures often need to be adapted to the specific conditions of the
organisation at hand.

1.2. Objective

The objective of this module is to illustrate how a functioning information security
management system (ISMS) can be established and developed further during live operations.
To accomplish this, the module describes a systematic security process and provides
instructions for creating a security concept.

1.3. Scoping and Modelling

Module ISMS.1 Security Management must be applied once to the entire information domain
under consideration.

The module is based on the BSI Standards 200-1, “Information Security Management Systems
(ISMS)”, and 200-2, “IT-Grundschutz Methodology”. It summarises the most important aspects
of security management.

Security audits should be carried out in organisations on a regular basis. Detailed requirements
for this are not covered in this module; they can be found in module DER 3.1 Audits and
Revisions. The security risk awareness of all an organisation's employees and other relevant
persons (such as external employees or project members) should be raised in a suitable and
systematic manner for each target group. These individuals should also be trained in aspects of



information security. Detailed requirements for this can be found in ORP.3 Awareness and
Training in Information Security.

This module does not deal with specific aspects of human resources or organisation. These
requirements are dealt with in the modules ORP.2 Personnel and ORP.1 Organisation.

2. Threat Landscape

For module ISMS.1 Security Management, the following specific threats and vulnerabilities are
of particular importance.

2.1. Lack of Personal Responsibility in the Security Process

If the roles and responsibilities in an organisation's security process are not clearly defined, it
is likely that many employees will reject or forget their responsibility for information security
by pointing out that those above them in the organisational hierarchy are responsible. As a
result, security safeguards will not be implemented because they almost always initially
represent an additional effort on top of employees' usual work.

2.2. Lack of Support from Top Management

If those responsible for security are not fully supported by an organisation's top management,
it can be difficult to enforce the necessary safeguards. This is especially true for persons who
are above the person responsible for security in an organisation's hierarchy. In such cases, it is
impossible to fully implement the security process.

2.3. Inadequate Strategic and Conceptual Specifications

Many organisations create a security concept, but fail to communicate its contents beyond a
small circle of people. This leads to a conscious or unconscious failure to comply with
requirements in situations where organisational time and effort would be required.

Even if a given security concept contains strategic objectives, these are often regarded by the
organisation's top management as just a collection of declarations of intent. The resources
then made available to achieve these objectives are often insufficient. It is also often wrongly
assumed that security is automatically maintained in an automated environment.

Without strategic guidelines, there is often an unstructured response to instances of damage.
This means only some aspects can be improved in the best case scenario.

2.4. Inadequate or Misdirected Investments

If an organisation's top management is not adequately informed of the security status of all
business processes, IT systems, and applications (as well as existing shortcomings), insufficient
resources will be provided for the security process, or these resources will not be used
properly. In the latter case, this may result in one area having an excessive level of security,
while other areas have serious security shortcomings.



It is not unusual to find expensive technical security solutions being used incorrectly to the
point that they are ineffective or even pose a security risk themselves.

2.5. Inadequate Enforcement of Security Safeguards

In order to achieve a consistent and adequate level of security, different areas of responsibility
within an organisation must cooperate with each other. However, a lack of strategic guidance
and unclear objectives sometimes lead to different interpretations of the importance of
information security. This can mean the required cooperation fails to take place because the
job of “information security” is not prioritised or seen as a necessity. Security safeguards may
not be implemented as a result.

2.6. Failure to Update the Security Process

New business processes, applications, and IT systems, as well as new basic threats, constantly
affect the status of information security within an organisation. If there is no effective audit
concept that also increases awareness of new threats, the organisation's level of security will
decline. Its actual security will then gradually become a dangerous illusion of security.

2.7. Violation of Statutory Regulations and Contractual Agreements

If the information, business processes, and IT systems of an organisation are inadequately
protected (for example, as a result of inadequate security management), this can result in
violations of regulations relating to information processing or of existing contracts with
business partners. The laws that apply depend on the type of organisation at hand and its
business processes and services.

Depending on the locations of the organisation, various national and international regulations
may also need to be followed. If an organisation has insufficient knowledge of international
legal requirements (regarding data protection, the duty to supply information, insolvency law,
liability, or access to information for third parties, for example), this increases the risk of
corresponding violations and related legal consequences.

In many industries, it is common for users to require their suppliers and service providers to
comply with certain quality and security standards. If a contractual partner violates
contractually regulated security requirements, this can result in contractual penalties, contract
termination, or even the loss of business relationships.

2.8. Business Process Disruptions due to Security Incidents

Security incidents can be triggered by a single event or a chain of unfortunate circumstances.
They can result in the confidentiality, integrity, or availability of information and IT systems
being compromised. This will then quickly have an adverse effect on essential specialised tasks
and business processes in the organisation affected. Even if most security incidents do not
become public, they may still have a negative impact on the organisation’s relationships with
business partners and customers. Such incidents can also result in legal violations. The most
serious and far-reaching security incidents are not triggered by the most serious security



vulnerabilities. In many cases, a chain reaction of minor factors leads to the most extensive
damage.

2.9. Uneconomical Use of Resources due to Inadequate Security
Management

Inadequate security management can result in the wrong priorities being set and investments
not being made in areas that would bring the greatest benefits to a given organisation. This
may lead to the following errors:

e an organisation may invest in expensive security solutions without providing for the basic
organisational regulations required. when not clearly defined, competencies and
responsibilities can still lead to serious security incidents in spite of a high investment.

e an organisation may invest in information security in areas which already have a keen
awareness of information security Other areas that are important to carrying out business
processes and reaching business objectives may be ignored due to a lack of resources or a
lack of interest on the part of the persons in charge. Imbalanced investments may then be
made in some areas while security risks that are particularly significant for the system as a
whole are ignored.

e By unilaterally increasing the protection of individual key security objectives, the overall
protection can even be reduced: The encryption of information

e The inconsistent and uncoordinated use of security products may result in the use of a
great deal of financial and personnel resources.

3. Requirements

The specific requirements of module ISMS.1 Security Management are listed below. As a matter
of principle, the Chief Information Security officer (CISO) is responsible for fulfilling the
requirements. The Chief Information Security Officer (CISO) must always be involved in
strategic decisions. Furthermore, the CISO is responsible for ensuring that all requirements are
met and verified according to the security concept agreed upon. There can be additional roles
with further responsibilities for the implementation of requirements. They are listed explicitly
in square brackets in the header of the respective requirements.

Responsibilities Roles

Overall responsibility |Chief Information Security Officer (CISO)
Further Supervisor, Top Management
responsibilities

3.1. Basic Requirements

For module ISMS.1 Security Management, the following requirements MUST be met as a
matter of priority:



ISMS.1.A1 Acceptance of Overall Responsibility for Information Security by
Top Management [Top Management] (B)

An organisation's Top Management MUST take overall responsibility for information security
in the organisation. This MUST be clear to everyone involved. The Top Management MUST
initiate, control, and monitor the security process. The Top Management MUST set a good
example regarding information security.

The Top Management MUST define the responsibilities for information security. The
responsible employees MUST be equipped with the necessary skills and resources.

The Top Management MUST be regularly informed about the organisation's information
security status. In particular, the Top Management MUST be informed about possible risks and
consequences due to a lack of security safeguards.

ISMS.1.A2 Defining Security Objectives and Strategy [Top Management] (B)

An organisation's Top Management MUST initiate and establish the security process. For this
purpose, the Top Management MUST define and document appropriate security objectives
and an information security strategy. Conceptual specifications MUST be developed and
organisational framework conditions established to enable the proper and secure handling of
information within all the organisation's business processes or specialised tasks.

The Top Management MUST support and take responsibility for its organisation's security
strategy and security objectives. The Top Management MUST regularly review these security
objectives and the security strategy to ensure that they are still relevant and appropriate and
can be implemented effectively.

ISMS.1.A3 Drawing Up an Information Security Policy [Top Management] (B)

An organisation's Top Management MUST adopt an overarching information security policy.
This MUST describe the value of information security, the organisation's security objectives,
the most important elements of the security strategy, and the organisational structure for
information security. The scope of the security policy MUST be clearly defined. The policy for
information security MUST explain the security objectives and how they relate to the business
objectives and tasks of the organisation.

The Top Management MUST communicate the information security policy to all staff and
other members of the organisation. The information security policy SHOULD be updated
regularly.

ISMS.1.A4 Appointment of a Chief Information Security Officer [Top
Management] (B)
An organisation's Top Management MUST appoint a Chief Information Security Officer

(CISO). The CISO MUST promote information security in the organisation and help steer and
coordinate the security process.

The Top Management MUST provide the CISO with adequate resources. The Top Management
MUST allow the CISO to report directly to it when required.

The CISO MUST be involved at an early stage in all larger projects and in the introduction of
new applications and IT systems.



ISMS.1.A5 Contract Design When Appointing an External Chief Information
Security Officer [Top Management] (B)

An organisation's Top Management MUST appoint an external Chief Information Security
Officer (CISO) if the role of CISO cannot be filled by an internal employee. The contract with
the external CISO MUST include all the tasks of the CISO and their related rights and
obligations. The contract MUST include an appropriate confidentiality agreement. The
contract MUST ensure that the corresponding relationship is terminated in an orderly fashion,
including with regard to the handover of tasks back to the organisation in question.

ISMS.1.A6 Establishment of a Suitable Organisational Structure for
Information Security [Top Management] (B)

An organisation MUST have a suitable higher-level organisational structure for information
security. For this purpose, roles MUST be defined that will take on specific tasks to achieve the
security objectives at hand. Qualified persons MUST also be appointed with sufficient
resources to take on these roles. The tasks, roles, responsibilities, and competencies in security
management MUST be defined and assigned in a transparent manner. Effective deputising
rules MUST be in place for all the important functions within an information security
organisation.

Communication channels MUST be planned, described, set up, and publicised. For all tasks
and roles, it MUST be specified who will inform whom, who must be informed of which
actions, and what information is to be provided.

It MUST be checked at regular intervals whether the organisational structure for information
security is still adequate or needs to be adapted to new framework conditions.

ISMS.1.A7 Definition of Security Safeguards (B)

As part of the security process, detailed and adequate security safeguards MUST be defined for
all aspects of information processing. All security safeguards SHOULD be documented
systematically in security concepts. These security safeguards SHOULD be updated at regular
intervals.

ISMS.1.A8 Integration of Employees into the Security Process [Supervisor] (B)

All of an organisation's employees MUST be integrated into its security process. For this
purpose, they MUST be informed about the background and the hazards relevant to them.
They MUST know and implement security safeguards that affect their workplace.

All employees MUST be enabled to make active contributions to security. Employees SHOULD
therefore be involved at an early stage in planning security safeguards or devising
organisational regulations.

When introducing security policies and security tools, employees MUST be adequately
informed about how these should be used.

Employees MUST be made aware of the consequences of breaching security rules.



ISMS.1.A9 Integrating Information Security into Organisation-Wide
Procedures and Processes [Top Management] (B)

Information security MUST be integrated into all business processes and specialised tasks. In
so doing, it MUST be ensured that all necessary security aspects are not only taken into
account in new processes and projects, but also in ongoing activities. The Chief Information
Security Officer MUST be adequately involved in making security-relevant decisions.

Moreover, information security SHOULD be coordinated with other areas of an organisation
that deal with security and risk management.

3.2. Standard Requirements

For module ISMS.1 Security Management, the following requirements correspond to the state-
of-the-art together with the Basic Requirements. They SHOULD be implemented as a matter
of principle.

ISMS.1.A10 Drawing Up a Security Concept (S)

For the specified scope (the information domain), an adequate security concept SHOULD be
drawn up as the central document in the security process. [t SHOULD also be decided whether
the security concept can also consist of several sub-concepts that are drawn up successively to
establish the required level of security in selected areas first.

In the security concept, specific security safeguards appropriate for the information domain
under consideration MUST be derived from the security objectives of the organisation in
question, the protection needs identified, and the risk evaluation conducted. The security
process and the security concept MUST take the individually applicable regulations and
provisions into account.

The safeguards provided in the security concept MUST be implemented promptly in practice.
Their implementation MUST be planned and monitored.

ISMS.1.A11 Continuity of Information Security (S)

An organisation SHOULD review its security process, security concepts, information security
policy, and organisational structure for information security in terms of their appropriateness
and effectiveness and update them at regular intervals. Completeness and update checks of the
security concept SHOULD also be performed regularly in this regard.

Security audits SHOULD be performed regularly. In this regard, there SHOULD be rules that
specify which areas and security safeguards need to be checked when and by whom. The level
of security SHOULD be reviewed regularly (at least once a year) and whenever there is a reason
to do so.

These reviews SHOULD be performed by qualified and independent persons. The results of the
reviews SHOULD be documented in a transparent manner. Based on this, shortcomings
SHOULD be eliminated and corrective measures taken.



ISMS.1.A12 Management Reports on Information Security [Top Management]
(S)

An organisation's Top Management SHOULD be regularly informed about the status of
information security—in particular, about the current threat landscape and the effectiveness
and efficiency of its security process. In addition, management reports SHOULD be written
that contain the most important information relevant to the security process, especially with
regard to problems, successes, and potential improvements. The management reports
SHOULD contain clearly prioritised proposals for action. The proposed actions SHOULD be
accompanied by realistic estimates of the expected implementation effort. The management
reports SHOULD be archived in an audit-compliant manner.

Management decisions relating to required actions, the handling of residual risks, and changes
to security-relevant processes SHOULD be documented. These management decisions
SHOULD be archived in an audit-compliant manner.

ISMS.1.A13 Documentation of the Security Process (S)

The security process SHOULD be documented. Important decisions and the work results of
the individual phases, such as the security concept, policies, or findings resulting from
examinations of security incidents, SHOULD be documented adequately.

A procedure SHOULD be defined for the creation and archiving of documentation within the
framework of the security process. Rules SHOULD be in place to ensure that documentation is
kept up to date and confidential. The respective current versions of existing documents
SHOULD be available on short notice. Furthermore, all previous versions SHOULD be
archived centrally.

ISMS.1.A14 ELIMINATED (S)

This requirement has been eliminated.

ISMS.1.A15 Cost-Effective Use of Resources for Information Security (S)

An organisation's security strategy SHOULD take economic aspects into account. If security
safeguards are defined, the resources required for them SHOULD be quantified. The resources
planned for information security SHOULD be provided on time. Additional internal
employees or external experts SHOULD be called in for workload peaks or special tasks.

3.3. Requirements in Case of Increased Protection Needs

Generic suggestions for module ISMS.1 Security Management are listed below for requirements
which go beyond the standard level of protection. These SHOULD be taken into account IN
THE EVENT OF INCREASED PROTECTION NEEDS. Final specification is performed within a
risk analysis.

ISMS.1.A16 Creating Target-Group-Orientated Security Policies (H)

In addition to general security policies, there SHOULD be target-group-oriented security
policies that cover the relevant security topics as needed.



ISMS.1.A17 Taking Out Insurance (H)

It SHOULD be examined whether insurance can be taken out against residual risks. An
organisation's existing insurance policies SHOULD be checked regularly to ensure they are still
appropriate for the current situation.

4. Additional Information

4.1. Useful Resources

The BSI Standard 200-1 defines general requirements of an information security management
system (ISMS). It is also compatible with the ISO 27001 standard and includes the
recommendations of many other ISO standards.

BSI Standard 200-2 forms the basis of the proven BSI methodology for the development of a
sound information security management system (ISMS). It establishes three new approaches
to the implementation of IT-Grundschutz. Since standards 200-1 and 200-2 have a similar
structure, users can easily navigate within both documents.

ISO/IEC 27000 ("Information Security Management Systems — Overview and Vocabulary")
provides an overview of information security management systems (ISMS) and the
connections among the various standards of the ISO/IEC 2700x family. Furthermore, the
standard includes the basic terms and definitions pertaining to an ISMS.

The ISO/IEC 27001 standard ("Information Security Management Systems — Requirements) is
an international standard on information security management for which certification can
also be obtained.

ISO/IEC 27002 ("Code of Practice for Information Security Controls") supports the selection
and implementation of the safeguards described in ISO/IEC 27001 in order to establish a
working security management system and embed it in an organisation.

5. Appendix: Cross-Reference Table
for Elementary Threats

This cross-reference table lists the Elementary Threats with which the requirements of this
module are associated. This table can be used to determine which Elementary Threats are
covered by which requirements. Implementing the security safeguards derived from the
requirements will help mitigate the corresponding Elementary Threats. The letters in the
second column (C = confidentiality, I = integrity, A = availability) indicate which key security
objectives are primarily addressed by each requirement. The following Elementary Threats are
relevant for module ISMS.1 Security Management.

G 0.18 Poor Planning or Lack of Adaptation
G 0.27 Lack of Resources



G 0.29 Violation of Laws or Regulations
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ORP.1 Organisation

1. Description

1.1. Introduction

Every organisation needs a service that is responsible for controlling and regulating general
operations and planning, organising, and implementing administrative services. For these
purposes, most organisations have an organisational unit which controls the interaction of
various roles and units with the corresponding business processes and resources. At this
overarching level, aspects of information security must be incorporated and defined in a
binding manner.

1.2. Objective

This module lists general and overarching requirements in the area of organisation which help
to increase and maintain information security. To achieve this, information flows, processes,
the distribution of roles, and structural and procedural organisation must be regulated.

1.3. Scoping and Modelling

Module ORP.1 Organisation must be applied at least once to the entire information domain
under consideration. If parts of the information domain are assigned to another organisational
unit and are therefore subject to different general conditions, this module should be applied
separately to each unit.

The module forms an overarching basis for implementing information security in an
organisation. It does not deal with specific aspects of personnel, employee training, the
administration of identities and authorisations, or compliance management. These aspects are
covered in the modules ORP.2 Personnel, ORP.3 Awareness and Training in Information
Security, ORP.4 Identity and Access Management, and ORP.5 Compliance Management.



2. Threat Landscape

For module ORP.1 Organisation, the following specific threats and vulnerabilities are of
particular importance:

2.1. Insufficient Rules

Alack of rules can result in severe vulnerabilities because employees do not know how they
should react if there is an incident, for example. Problems can also result from rules that are
outdated, impracticable, or not clearly formulated.

The importance of these overarching organisational regulations increases with the complexity
of the business processes and the scope of information processing at hand, but also with the
protection requirements of the information to be processed.

2.2. Non-Compliance with Regulations

The applicable regulations must be made known to all employees and be available for
reference. Experience shows that it is not enough to merely lay down security rules.
Communicating them to employees is fundamental to enabling all those affected to actively
use these specifications in their everyday work.

If regulations are disregarded by employees, the following security gaps can arise, for example:

e Confidential information may be discussed within earshot of outsiders—for example, while
talking during a break in a meeting or on a mobile telephone in a public environment.

e Documents may be published on a web server without checking whether or not they are
actually intended and approved for publication.

e Due to the incorrect administration of access rights, an employee may be able to modify
data without realising the critical impact this violation of integrity could have.

2.3. Inadequate or Incompatible Resources

If required resources are not available in sufficient quantities or not provided on time, it can
lead to disruptions in an organisation. In some cases, unsuitable or even incompatible
resources are also purchased that cannot be used.

Example: The storage space of hard disks in clients and servers, as well as that of mobile
storage media, is constantly increasing. People often neglect to purchase IT components and
storage media with enough capacity for regular backups.

The proper functioning of the resources used must also be ensured. Inadequate maintenance
may lead to significant damage.

Examples:

e The capacity of the batteries of an uninterruptible power supply (UPS system) was not
checked on time. If its capacity or acid content is too low, a UPS system will no longer be
able to compensate for a power failure for a sufficient amount of time.



e Fire extinguishers were not serviced on time and therefore no longer have sufficient
pressure. Their extinguishing capacity will thus no longer be guaranteed in case of a fire.

2.4. Threats from Outside the Organisation

In cases involving external individuals, it cannot be assumed that they will handle information
and information technology according to the rules specified by the organisation they are
visiting.

Visitors, cleaning staff, and third-party personnel can pose a threat to internal information,
business processes, and IT systems in various ways, ranging from the improper handling of

technical equipment and attempts to "play” with IT systems to the theft of documents or IT
components.

Examples:

e Unaccompanied visitors can access documents, storage media, or equipment, damage
these items, or extract sensitive information.

e (leaners can accidentally loosen connectors, let water leak into equipment, misplace
records, or dispose of them with the rubbish.

3. Requirements

The specific requirements of module ORP.1 Organisation are listed below. As a matter of
principle, Central Administration is responsible for fulfilling the requirements. The Chief
Information Security Officer (CISO) must always be involved in strategic decisions.
Furthermore, the CISO is responsible for ensuring that all requirements are met and verified
according to the security concept agreed upon. There can be additional roles with further
responsibilities for the implementation of requirements. They are listed explicitly in square
brackets in the header of the respective requirements.

Responsibilities Roles

Overall responsibility |Central Administration

Further Employee, User, IT Operation Department, Building Services, Top
responsibilities Management

3.1. Basic Requirements

For module ORP.1 Organisation, the following requirements MUST be met as a matter of
priority:

ORP.1.A1 Specification of Responsibilities and Provisions [Top Management]

Within an organisation, all relevant tasks and roles MUST be clearly defined and separated
from each other. Binding provisions for information security MUST be defined globally for the
different operational aspects at hand. The organisational structures and binding regulations
MUST be revised when required. All employees MUST be informed of such changes.



ORP.1.A2 Assigning Responsibilities [Top Management] (B)

For all business processes, applications, IT systems, rooms and buildings, and communication
links, the persons responsible for them and their security MUST be defined. All employees
MUST be informed accordingly, particularly with regard to what they are responsible for and
the related tasks they are to perform.

ORP.1.A3 Supervising or Escorting External Individuals [Employee] (B)

Persons from outside an organisation MUST be escorted to rooms by employees. Employees
within the organisation MUST also supervise external persons in sensitive areas. Employees
SHOULD be encouraged not to leave external persons unattended within their organisation's
premises.

ORP.1.A4 Separation of Roles Between Incompatible Tasks (B)

Tasks and the roles and functions they require MUST be structured in such a way that
incompatible tasks (such as operative and controlling roles) are assigned to different persons.
The separation of incompatible roles MUST be defined and documented. Representatives
MUST also be subject to the separation of roles.

ORP.1.A5 ELIMINATED (B)

This requirement has been eliminated.

ORP.1.A15 Contact Persons for Information Security Issues (B)

In every organisation, there MUST be contact persons for security issues who can answer both
seemingly simple and complex questions. These contact persons MUST be known to all the
employees of their organisation. Corresponding information MUST be available and easily
accessible to everyone in the organisation.

3.2. Standard Requirements

For module ORP.1 Organisation, the following requirements correspond to the state-of-the-
art technology together with the Basic Requirements. They SHOULD be met as a matter of
principle.

ORP.1.A6 ELIMINATED (S)

This requirement has been eliminated.

ORP.1.A7 ELIMINATED (S)

This requirement has been eliminated.

ORP.1.A8 Managing Resources and Devices [IT Operation Department] (S)

All devices and resources that influence information security and are required to perform
tasks and comply with security requirements SHOULD be available in sufficient quantities.
Suitable verification and approval processes SHOULD take place before these devices and
resources are used. Devices and resources SHOULD be listed in appropriate inventories. To
prevent the misuse of data, the reliable deletion or destruction of devices and resources
SHOULD be regulated (see CON.6 Deleting and Destroying Data and Devices).



ORP.1.A9 ELIMINATED (S)

This requirement has been eliminated.

ORP.1.A10 ELIMINATED (S)

This requirement has been eliminated.

ORP.1.A11 ELIMINATED (S)

This requirement has been eliminated.

ORP.1.A12 ELIMINATED (S)

This requirement has been eliminated.

ORP.1.A13 Security During Relocation [IT Operation Department, Building
Services] (S)

Prior to a relocation, security policies SHOULD be drawn up or updated in good time. All
employees SHOULD be informed of the relevant security safeguards before, during, and after
the relocation. The items transported SHOULD be checked after relocation to ensure they
have all arrived undamaged and unmodified.

ORP.1.A16 Policy for Secure IT Use [User] (S)

A policy SHOULD be drawn up for all employees which transparently describes the
framework conditions that must be observed during IT use and the security safeguards that
must be implemented. The policy SHOULD cover the following aspects:

e the security objectives of the organisation in question

e important terms

e tasks and roles with respect to information security

e contact persons for questions regarding information security

e security safeguards to be implemented and observed by employees

The policy SHOULD be brought to the attention of all users. Every new user SHOULD confirm
in writing that they have read and will comply with the policy before being allowed to use
information technology. Users SHOULD reconfirm the policy regularly and after major
changes. The policy should be made freely available for all staff to read (on the organisation's
intranet, for example).

3.3. Requirements in Case of Increased Protection Needs

Generic suggestions for module ORP.1 Organisation are listed below for requirements which
go beyond the standard level of protection. These SHOULD be taken into account IN THE
EVENT OF INCREASED PROTECTION NEEDS. Final specification is performed within a risk
analysis.

ORP.1.A14 ELIMINATED (H)

This requirement has been eliminated.



4. Additional Information

4.1. Useful Resources

No further information is available for module ORP.1 Organisation.

5. Appendix: Cross-Reference Table
for Elementary Threats

This cross-reference table lists the Elementary Threats with which the requirements of this
module are associated. This table can be used to determine which Elementary Threats are
covered by which requirements. Implementing the security safeguards derived from the
requirements will help mitigate the corresponding Elementary Threats. The letters in the
second column (C = confidentiality, I = integrity, A = availability) indicate which key security
objectives are primarily addressed by each requirement. The following Elementary Threats are
relevant for module ORP.1 Organisation.

G 0.14 Interception of Information / Espionage
G 0.16 Theft of Devices, Storage Media and Documents
G 0.18 Poor Planning or Lack of Adaptation

G 0.19 Disclosure of Sensitive Information

G 0.22 Manipulation of Information

G 0.25 Failure of Devices or Systems

G 0.26 Malfunction of Devices or Systems

G 0.27 Lack of Resources

G 0.29 Violation of Laws or Regulations

G 0.38 Misuse of Personal Information

G 0.45 Data Loss

G 0.46 Loss of Integrity of Sensitive Information



m Federal Office
7B~ 1 for Information Security

ORP.2 Personnel

1. Description

1.1. Introduction

The staff of a company or public authority are crucial to its success or failure. In particular,
employees have an important task in implementing information security. Even the most
elaborate security precautions can come to nothing if they are not put into active use. The
fundamental importance of information security to an organisation and its business processes
must therefore be transparent and comprehensible to its staff.

1.2. Objective

The aim of this module is to highlight the security safeguards HR departments and supervisors
must take to ensure that employees handle their organisation's information responsibly and
behave in accordance with the relevant guidelines.

1.3. Scoping and Modelling

Module ORP.2 Personnel must be applied once to the entire information domain under
consideration.

The module covers the requirements which must be observed and fulfilled by the human
resources department and supervisors of an organisation. Personnel requirements linked to a
specific role, such as the appointment of a system administrator for a LAN, are provided in the
modules on the corresponding topics. Module ORP.2 Personnel does not deal with specific
aspects of employee training or the management of identities and permissions. These aspects
are covered in the modules ORP.3 Awareness and Training in Information Security and ORP.4
Identity and Access Management.

2. Threat Landscape

For module ORP.2 Personnel, the following specific threats and vulnerabilities are of particular
importance:



2.1. Shortage of Personnel

The unavailability of personnel can mean that certain tasks will no longer be performed in a
timely manner (or at all).

2.2. Insufficient Knowledge of Rules and Procedures

The mere specification of rules does not ensure they will be followed, nor does it ensure
trouble-free operations. All employees, especially relevant roles, must be familiar with the
rules that apply. Damage resulting from a lack of knowledge of the existing rules should not be
excused simply by saying, “I didn’t know I was responsible for that,” or “I didn’t know what to
do.”

2.3. Carelessness in Handling Information

Although there can be many organisational and technical security procedures in
organisations, it is often the case that these are circumvented by careless handling on the part
of employees. One typical case involves an employee who keeps a sticker on their monitor
containing a list of all their passwords.

2.4. Insufficient Employee Qualifications

Many faults and errors can occur in the day-to-day IT operations of an organisation. If the
responsible employees are not sufficiently qualified, aware, and trained—for example, if they
have an outdated level of knowledge for the tasks they perform—they may not identify
security-relevant events as such and allow attacks to go undetected. Even if the employees are
adequately qualified, trained, and aware of issues relating to information security, it cannot be
ruled out that they may fail to recognise security incidents. In some situations (e.g. those
involving staff shortages or layoffs), employees may have to temporarily take on the tasks of
other employees. Errors can occur if staff members do not have the necessary qualifications or
are insufficiently trained for the tasks they take on.

3. Requirements

The specific requirements of module ORP.2 Personnel are listed below. As a matter of principle,
the Human Resources Department is responsible for fulfilling the requirements. The Chief
Information Security Officer (CISO) must always be involved in strategic decisions.
Furthermore, the CISO is responsible for ensuring that all requirements are met and verified
according to the agreed security concept. There can be additional roles with further
responsibilities for the implementation of requirements. They are listed explicitly in square
brackets in the header of the respective requirements.

Responsibilities Roles

Overall Human Resources Department
responsibility

Further IT Operation Department, Supervisor
responsibilities




3.1. Basic Requirements

For module ORP.2 Personnel, the following requirements MUST be met as a matter of priority:

ORP.2.A1 Well-Regulated Orientation of New Employees [Supervisor] (B)

An organisation's human resources department and supervisors MUST ensure that employees
are provided with orientation regarding their new tasks at the start of their employment.
Employees MUST be informed about existing regulations, instructions, and procedures. A
corresponding checklist and a direct contact person (mentor) can be helpful and SHOULD be
established.

ORP.2.A2 Regulated Procedure for Employees Leaving the Organisation
[Supervisor, IT Operation Department] (B)

If an employee leaves an organisation, their successor MUST be briefed in good time, ideally
by the departing staff member. If a direct handover is not possible, detailed documentation
MUST be prepared by the employee leaving the organisation.

Moreover, all documents, keys, and devices, as well as ID cards, badges, and site-access
authorisations received in connection with their tasks, MUST be returned by employees
leaving an organisation.

Before an employee leaves an organisation, they MUST be reminded of their ongoing
confidentiality obligations. In particular, it SHOULD be ensured that no conflicts of interest
arise. In order to avoid conflicts of interest when someone takes a position at a different
organisation, non-competition agreements and waiting periods SHOULD be agreed.

Moreover, business continuity plans and other schedules MUST be updated. All the parties
affected within the organisation, such as the security personnel or the IT Operation
Department, MUST also be informed about the employee leaving the organisation. A checklist
SHOULD also be created here to ensure the completion of all the tasks that arise when an
employee leaves. In addition, there SHOULD be a permanent contact person from the Human
Resources Department who supports the departure procedure for employees.

ORP.2.A3 Defining Deputising Rules [Supervisor] (B)

Supervisors MUST ensure that deputising rules are implemented in day-to-day operations.
This MUST be done by ensuring that workable deputising rules are in place for all key business
processes and tasks. With respect to these arrangements, a deputy’s scope of tasks MUST be
defined clearly in advance. It MUST be ensured that the deputy has the knowledge required for
the position in question. If this is not the case, considerations MUST be made as to how the
deputy is to be trained or whether it is sufficient to adequately document the current process
or project status. Should it prove impossible to appoint or train a competent deputy for
individual employees in exceptional cases, it MUST be determined in advance whether
external personnel could be called in to act as deputies.

ORP.2.A4 Defining Procedures for Using Third-Party Personnel (B)

If third-party personnel are employed, they MUST be required to comply with applicable laws,
regulations, and internal rules in the same way as the employees of the organisation in
question. Third-party personnel employed on a short-term or one-off basis MUST be



supervised in security-relevant areas. If third-party personnel are engaged for longer periods,
however, they MUST be instructed in their tasks in the same way as the organisation's own
employees. Deputising rules MUST also be introduced for these employees. If third-party
personnel leave the organisation, they MUST follow the same procedures as internal staff with
regard to handing over the results of their work and returning any access authorisations they
have been issued.

ORP.2.A5 Confidentiality Agreements for Third-Party Personnel (B)

Before external persons are granted data and site access to confidential information,
confidentiality agreements MUST be concluded with them in writing. The confidentiality
agreements MUST consider all the important aspects relating to the protection of the
respective organisation's internal information.

ORP.2.A14 Tasks and Responsibilities of Employees [Supervisor] (B)

All employees MUST be obliged to comply with the relevant laws, regulations, and internal
provisions. Employees MUST be aware of the legal framework that governs their work.
Employees' tasks and responsibilities MUST be documented in a suitable manner.
Furthermore, all employees MUST be informed that all the information they receive during
their work is intended for internal use only. Employees MUST be made aware of their
obligations to protect their organisation's information security outside of working hours and
the organisation's premises.

ORP.2.A15 Qualifications of Personnel [Supervisor] (B)

Employees MUST receive regular training and other opportunities to further their
development. In all areas, it MUST be ensured that no employee is working with outdated
knowledge. Moreover, employees SHOULD be given the opportunity to acquire new skills
within their field of work during their employment.

When filling positions, the required qualifications and skills MUST be clearly stated. It
SHOULD then be checked whether the job applicants meet these criteria. [t MUST be ensured
that positions are only filled by qualified employees.

3.2. Standard Requirements

For module ORP.2 Personnel, the following requirements correspond to the state-of-the-art
technology together with the Basic Requirements. They SHOULD be met as a matter of
principle.

ORP.2.A6 ELIMINATED (S)

This requirement has been eliminated.

ORP.2.A7 Verifying the Trustworthiness of Employees (S)

New employees SHOULD be screened for trustworthiness before they are hired. Whenever
possible, all those involved in the selection process SHOULD check that the information
provided by applicants that is relevant to the assessment of their trustworthiness is credible. In
particular, careful consideration SHOULD be given to whether submitted CVs are accurate,
plausible, and complete. Any information that seems abnormal SHOULD be checked.



ORP.2.A8 ELIMINATED (S)

This requirement has been eliminated.

ORP.2.A9 ELIMINATED (S)

This requirement has been eliminated.

ORP.2.A10 ELIMINATED (S)

This requirement has been eliminated.

3.3. Requirements in Case of Increased Protection Needs

Generic suggestions for module ORP.2 Personnel are listed below for requirements which go
beyond the standard level of protection. These SHOULD be taken into account IN THE EVENT
OF INCREASED PROTECTION NEEDS. Final specification is performed within a risk analysis.

ORP.2.A11 ELIMINATED (H)

This requirement has been eliminated.

ORP.2.A12 ELIMINATED (H)

This requirement has been eliminated.

ORP.2.A13 Security Vetting (H)

In high-security areas, additional security vetting beyond the basic verification of employees'
trustworthiness SHOULD be carried out.

If employees deal with material that is classified as confidential, they SHOULD be subjected to
security vetting in line with the German Security Clearance Check Act (SUG). In this regard,
the CISO SHOULD involve their organisation's Confidentiality Officer or Security
Representative.

4. Additional Information

4.1. Useful Resources

The International Organization for Standardization (ISO) provides guidelines for handling
security incidents in annex A.7 (“Human Resource Security”) of ISO/IEC 27001:2013,
“Information Technology - Security Techniques - Information Security Management Systems
- Requirements”.

“The Standard of Good Practice for Information Security” published by the Information
Security Forum (ISF) provides guidelines for HR security under "PM: People Management".



5. Appendix: Cross-Reference Table
for Elementary Threats

This cross-reference table lists the Elementary Threats with which the requirements of this
module are associated. This table can be used to determine which Elementary Threats are
covered by which requirements. Implementing the security safeguards derived from the
requirements will help mitigate the corresponding Elementary Threats. The letters in the
second column (C = confidentiality, I = integrity, A = availability) indicate which key security
objectives are primarily addressed by each requirement. The following Elementary Threats are
relevant for module ORP.2 Personnel.

G 0.14 Interception of Information / Espionage

G 0.16 Theft of Devices, Storage Media and Documents
G 0.17 Loss of Devices, Storage Media and Documents
G 0.19 Disclosure of Sensitive Information

G 0.22 Manipulation of Information

G 0.27 Lack of Resources

G 0.29 Violation of Laws or Regulations

G 0.32 Misuse of Authorisation

G 0.33 Shortage of Personnel

G 0.36 Identity Theft

G 0.37 Repudiation of Actions

G 0.38 Misuse of Personal Information

G 0.41 Sabotage

G 0.42 Social Engineering

G 0.44 Unauthorised Entry to Premises

G 0.45 Data Loss

G 0.46 Loss of Integrity of Sensitive Information
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ORP.3 Awareness and Training in
Information Security

1. Description

1.1. Introduction

Employees are a crucial factor in ensuring a high level of information security in an
organisation. It is therefore important that each and every one of them know their
organisation's security objectives, understand the corresponding security safeguards, and be
willing to implement them. This requires security awareness within the organisation in
question. Furthermore, a culture of security should be established that forms an active part of
employees' everyday work.

Employees should be made aware of relevant risks and know how they may affect their
organisation. They must know what is expected of them in terms of information security and
how they should respond in situations critical to security.

1.2. Objective

This module describes how to establish and maintain an effective program for raising
awareness and conducting training on information security. The aim of the program is to raise
employees' awareness of security risks and provide them with the knowledge and skills
required to act in a security-conscious manner.

1.3. Scoping and Modelling

Module ORP.3 Awareness and Training in Information Security must be applied once to the
entire information domain under consideration.

This module formulates requirements for information security awareness and training which
relate to the working environment not only within an organisation, but in teleworking and
mobile working settings, as well.



Module ORP.3 Awareness and Training in Information Security describes process-related,
technical, methodological, and organisational requirements for information security
awareness and training. An organisation's human resources department or training
management department typically plans, manages, and implements other training topics, as
well.

Specific training content for these topics is covered in many of the other IT-Grundschutz
modules. This module deals with how a planned approach can be efficiently structured with
regard to information security awareness and training.

2. Threat Landscape

For module ORP.3 Awareness and Training in Information Security, the following specific
threats and vulnerabilities are of particular importance:

2.1. Insufficient Knowledge of Rules and Procedures

Merely defining rules for information security does not guarantee that they will also be
followed. All employees, and particularly relevant roles, must be familiar with the rules that
apply. Although a failure to comply with rules is not the sole trigger of many security
incidents, it is one of the reasons why they occur. Vulnerabilities stemming from insufficient
knowledge of rules can pose a threat to the confidentiality, availability, and integrity of the
information involved. This can hinder the fulfilment and execution of business processes and
specialised tasks.

2.2. Insufficient Awareness of Information Security

Experience shows that it is not enough to merely impose security safeguards. Employees
should know the importance and purpose of the measures; otherwise, they may be ignored in
everyday work. If employees are not sufficiently aware of information security issues, their
organisation's security culture, security goals, and security strategy may be at risk.

2.3. Ineffective Awareness and Training Activities

Activities implemented to raise awareness and provide training are not always as successful as
hoped. This may be due to:

e lack of management support

e unclear objectives

e poor planning

e lack of performance monitoring

e lack of continuity

e insufficient financial or staffing resources

If no appropriate measures are taken to ensure the success of the training activities
implemented, it is often not possible to achieve their objectives. If an organisation does not



implement sufficient activities to ensure employee awareness and training, aspects of
information security can be put at risk, which directly hinders the fulfilment of tasks.

2.4. Insufficient Employee Training Regarding Security Functions

Employees often do not use newly introduced security programs and functions because they
do not know how to operate them and learning how to use them independently in parallel to
their daily work routine is considered too time-consuming. In addition, a lack of training after
the introduction of new software can result in employees operating or configuring it
incorrectly and cause unnecessary delays in work processes. For this reason, it is not enough
just to purchase and install (security) software. In critical IT systems and applications in
particular, an operating error can result in consequences that threaten the existence of the
organisation in question.

2.5. Undetected Security Incidents

Many faults and errors can occur during the day-to-day operation of IT and ICS components.
In such cases, security incidents may not be identified as such by personnel and cyber attacks
(or related attempts) could go undetected. It is sometimes not easy to differentiate between
security incidents and technical faults. If users and administrators are not specifically trained
to recognise security incidents and react to them appropriately, vulnerabilities can remain
undetected and be exploited. If security incidents are recognised too late or not at all, effective
countermeasures cannot be taken in time. Small vulnerabilities in an organisation can grow
into critical threats to integrity, confidentiality, and availability. This can hamper business
processes, cause financial damage, or lead to regulatory and legal sanctions.

2.6. Non-Compliance with Security Safeguards

A wide variety of reasons, such as carelessness or hecticness, can lead to confidential
documents lying around in the open at workplaces or e-mails not being encrypted. Even
seemingly minor inattentiveness can result in damage that well-trained employees generally
avoid causing.

2.7. Carelessness in Handling Information

Even when organisations establish a large number of organisational and technical security
procedures, they are often circumvented by carelessness on the part of employees. A typical
example of this is the proverbial sticker on an employee's monitor that contains a list of all
their passwords. In the same way, hard disk encryption on a laptop does not stop a person
sitting next to it on a train from reading confidential information off its screen. Even the best
technological security solutions are no use if sheets of confidential information are left lying
on a printer or end up in freely accessible waste paper bins.

If employees handle information carelessly, the defined information security processes
become ineffective. Unauthorised persons can take advantage of negligence in handling
information in order to carry out targeted industrial espionage (for example).



2.8. Lack of Acceptance of Information Security Policies

There can be various reasons why employees do not implement information security
requirements. They include a lack of a security culture in the employees' organisation or a
failure by its top management to set a good example. However, excessive security
requirements can also result in employees dismissing security safeguards. Problems can also
arise when certain user rights or certain hardware or software are viewed as status symbols.
Restrictions in these areas may meet with significant resistance.

2.9. Social Engineering

Social engineering is a method used to gain unauthorised access to information or IT systems
by eavesdropping on employees. In social engineering, an attacker generally makes direct
contact with a victim (e.g. over the phone, by e-mail, or even on social networks). Attacks using
social engineering often comprise several stages. By simulating insider knowledge and
simultaneously appealing to an employee’s willingness to help, an attacker can expand their
knowledge step by step. If employees are not made sufficiently aware of this type of attack,
they could be manipulated into performing unauthorised tasks through skilled persuasion.
This may result in them passing on internal information, being infected by malware or even
transferring money to purported business partners.

In the case of CEO fraud, for example, employees who are allowed to transfer money in the
name of their organisation are made to believe that they have a fictitious order from their
boss. They are told to execute transactions for a supposedly urgent and confidential deal
which is vitally important to the continued existence of the organisation.

3. Requirements

The specific requirements of module ORP.3 Awareness and Training in Information Security are
listed below. As a matter of principle, the Chief Information Security Officer (CISO) is
responsible for ensuring that all requirements are met and verified according to the agreed
security concept. There can be additional roles with further responsibilities for the
implementation of requirements. They are listed explicitly in square brackets in the header of
the respective requirements.

Responsibilities Roles

Overall responsibility |Chief Information Security Officer (CISO)

Further IT Operation Department, Supervisor, Human Resources Department,
responsibilities Top Management

3.1. Basic Requirements

For module ORP.3 Awareness and Training in Information Security, the following requirements
MUST be met as a matter of priority:



ORP.3.A1 Top Management Awareness of Information Security Issues
[Supervisor, Top Management] (B)

An organisation's Top Management MUST be sufficiently aware of security issues. Security
campaigns and training activities MUST be supported by the Top Management. The support of

the Top Management MUST be obtained before the start of an information security awareness
and training program.

All Supervisors MUST support information security by setting a good example. Managers
MUST implement their organisation's security requirements. In addition, they MUST make
their staff aware of their compliance obligations.

ORP.3.A2 ELIMINATED (B)

This requirement has been eliminated.

ORP.3.A3 Training Employees in the Secure Handling of IT [Supervisor,
Human Resources Department, IT Operation Department] (B)

All employees and external users MUST be trained in and made aware of the secure handling
of IT, ICS, and IoT components insofar as this is relevant to their work. To this end, binding,
clear, and up-to-date policies for the use of the respective components MUST be available. If
IT, ICS, or IoT systems or services are used in a manner that runs counter to the interests of the
respective organisation, this MUST be communicated.

3.2. Standard Requirements

For module ORP.3 Awareness and Training in Information Security, the following requirements
correspond to the state-of-the-art technology together with the Basic Requirements. They
SHOULD be met as a matter of principle.

ORP.3.A4 Designing and Planning an Information Security Awareness and
Training Program (S)

Awareness and training programs for information security SHOULD be designed for the
appropriate target groups. A requirements analysis should be carried out for this purpose.

Training measures SHOULD be able to focus on the specific requirements and different
backgrounds.

A target-group-oriented awareness and training program SHOULD be created on the topic of
information security. This training program SHOULD provide employees with all the
information and skills necessary to implement the security rules and safeguards applicable
within the organisation in question. It SHOULD be checked and updated regularly.

ORP.3.A5 ELIMINATED (S)

This requirement has been eliminated.

ORP.3.A6 Implementation of Information Security Awareness and Training
Measures (S)

All employees SHOULD receive information security training in line with their tasks and
responsibilities.



ORP.3.A7 Training in the IT-Grundschutz Methodology (S)

Chief Information Security Officers SHOULD be familiar with the IT-Grundschutz
methodology. Once a need for training has been identified, a suitable IT-Grundschutz training
course SHOULD be planned. The BSI's online course on IT-Grundschutz SHOULD be taken
into account when planning a training course. Within the training, the approach SHOULD be
drilled using practical examples. [t SHOULD be examined whether Chief Information Security
Officers should be qualified as BSI IT-Grundschutz practitioners.

ORP.3.A8 Measurement and Evaluation of Training Success [Human
Resources Department] (S)

The success of information security training SHOULD be measured and evaluated according
to the target groups at hand in order to determine the extent to which the objectives set out in
awareness and training programs on information security are achieved. The measurements
SHOULD consider both quantitative and qualitative aspects of awareness and training
programs for information security. The results SHOULD be used appropriately to improve the
respective awareness and training program.

The Chief Information Security Officer SHOULD exchange information regularly with the
Human Resources Department and the other contacts relevant to security (data protection,
health and safety, fire prevention, etc) on the effectiveness of training and further
development activities.

3.3. Requirements in Case of Increased Protection Needs

Generic suggestions for module ORP.3 Awareness and Training in Information Security are
listed below for requirements which go beyond the standard level of protection. These
SHOULD be taken into account IN THE EVENT OF INCREASED PROTECTION NEEDS. Final
specification is performed within a risk analysis.

ORP.3.A9 Special Training for Exposed Persons and Organisations (H)

Particularly exposed persons SHOULD receive in-depth training with regard to possible
hazards and appropriate behaviour and precautions.

4. Additional Information

4.1. Useful Resources

The International Organization for Standardization (ISO) provides requirements for training
employees and raising their awareness in the ISO/IEC 27001:2013 standard, section 7.2.

The Information Security Forum (ISF) defines various requirements for training employees
and raising their awareness in "The Standard of Good Practice for Information Security",
section PM2.

The BSI offers an online course on IT-Grundschutz at
https://www.bsi.bund.de/grundschutzkurs, which introduces the methodology of IT-
Grundschutz.



https://www.bsi.bund.de/grundschutzkurs

The BSI offers a two-stage training concept on the subject of IT-Grundschutz. In this training
concept, participants can acquire an IT-Grundschutz practitioner certificate and be further
certified as an IT-Grundschutz consultant by the BSL

A list of training providers that offer BSI training to become an IT-Grundschutz practitioner
and an IT-Grundschutz consultant can be found at
https://www.bsi.bund.de/DE/Themen/ITGrundschutz/ITGrundschutzSchulung/ITGrundsch
utzBerater/itgrundschutzberater node.html.

5. Appendix: Cross-Reference Table
for Elementary Threats

This cross-reference table lists the Elementary Threats with which the requirements of this
module are associated. This table can be used to determine which Elementary Threats are
covered by which requirements. Implementing the security safeguards derived from the
requirements will help mitigate the corresponding Elementary Threats. The letters in the
second column (C = confidentiality, I = integrity, A = availability) indicate which key security
objectives are primarily addressed by each requirement. The following Elementary Threats are
relevant for module ORP.3 Awareness and Training in Information Security.

G 0.14 Interception of Information / Espionage

G 0.15 Eavesdropping

G 0.19 Disclosure of Sensitive Information

G 0.24 Destruction of Devices or Storage Media

G 0.29 Violation of Laws or Regulations

G 0.30 Unauthorised Use or Administration of Devices and Systems
G 0.31 Incorrect Use or Administration of Devices and Systems
G 0.32 Misuse of Authorisation

G 0.36 Identity Theft

G 0.37 Repudiation of Actions

G 0.38 Misuse of Personal Information

G 0.42 Social Engineering

G 0.45 Data Loss

G 0.46 Loss of Integrity of Sensitive Information


https://www.bsi.bund.de/DE/Themen/ITGrundschutz/ITGrundschutzSchulung/ITGrundschutzBerater/itgrundschutzberater_node.html
https://www.bsi.bund.de/DE/Themen/ITGrundschutz/ITGrundschutzSchulung/ITGrundschutzBerater/itgrundschutzberater_node.html
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ORPA4 Identity and Access
Management

1. Description

1.1. Introduction

Access to sensitive resources in an organisation must be restricted to authorised users and
authorised IT components. Users and IT components must be identified and authenticated
with certainty. The management of the information this requires is referred to as "identity
management".

Access management, meanwhile, defines whether and how users or IT components may
access and use information or services (i.e. whether they are granted or refused site, system,
and data access based on their user profile). Access management includes the processes that
are required to assign, withdraw, and control rights.

Since these two terms are closely connected, the term "identity and access management" (IAM)
will be used from now on in this module. For better comprehensibility, the term "user ID" or
"ID" is used synonymously with "user account”, "login", and "account” in this module. The
term "password" is used here as a general term for "passphrase", "PIN", or "passcode".

1.2. Objective

The objective of this module is to ensure that users and IT components can access only the IT
resources and information that are required for their work and for which they are authorised,
and that no access is granted to unauthorised users and IT components. To this end, it
formulates requirements to be followed by organisations in establishing secure identity and
access management.

1.3. Scoping and Modelling

Module ORP.4 Identity and Access Management must be applied once to the entire information
domain under consideration.



This module describes fundamental requirements for implementing identity and access
management.

Requirements that relate to components of identity and access management such as operating
systems or directory services can be found in the corresponding modules (e.g. SYS.1.3 Unix
Server, SYS.1.2.2 Windows Server 2012, APP.2.1 General Directory Service, APP.2.2 Active
Directory).

2. Threat Landscape

For module ORP 4 Identity and Access Management, the following specific threats and
vulnerabilities are of particular importance:

2.1. Insufficient Processes in Identity and Access Management

If identity and access management processes are inadequately defined or implemented, there
is no guarantee that access will be restricted to the extent necessary, which violates the need-
to-know or least-privilege principles. Administrators may not receive information about
personnel changes as a result, which means the user ID of an employee who has left may not
be deleted, for example, allowing the employee to continue to access sensitive information.

[t is also possible that employees who move to another department will keep their old
authorisations and thereby collect extensive authorisations over time.

2.2. No Central Means of Disabling User Access Authorisations

Employees often have user access authorisations for various IT systems in their organisations,
such as production, test, quality assurance, or project systems. In most cases, these systems are
located in different areas of responsibility and often managed by different administrators. In
some circumstances, this can mean that identical and unique user IDs are not used on all IT
systems and there is no central overview of user access to the individual IT systems. In such
scenarios, it is not possible to disable all of an employee's access in one step in the event of an
attack or password theft. It is also not possible to block all of an employee's access in one step
when they leave the organisation.

2.3. Incorrect Administration of Site, System, and Data Access Rights

If the assignment of site, system, and data access rights is controlled poorly, this may quickly
result in serious vulnerabilities (e.g. due to unchecked growth in assigned rights). When
introducing identity management systems or performing audits, it often becomes apparent
that various persons in different organisational units are responsible for assigning rights. In
some circumstances, this can result in users being granted authorisations upon request or only
via unnecessarily complicated methods. The resulting lack of authorisations may impede daily
work, but granting authorisations when there is no need also leads to security risks.



3. Requirements

The specific requirements of module ORP.4 Identity and Access Management are listed below.
As a matter of principle, the Chief Information Security Officer (CISO) is responsible for
ensuring that all requirements are met and verified according to the agreed security concept.
There can be additional roles with further responsibilities for the implementation of
requirements. They are listed explicitly in square brackets in the header of the respective
requirements.

Responsibilities Roles

Overall responsibility |Chief Information Security Officer (CISO)
Further User, IT Operation Department
responsibilities

3.1. Basic Requirements

For module ORP .4 Identity and Access Management, the following requirements MUST be met
as a matter of priority:

ORP.4.A1 Regulation for Creating and Deleting Users and User Groups [IT
Operation Department] (B)

Rules MUST be created to define how user IDs and user groups are to be established and
deleted. It MUST be possible to associate every user ID with a unique user. User IDs that are
inactive for longer periods SHOULD be disabled. All users and user groups MUST ONLY be
created and deleted via separate administrative roles. User IDs that are not required, such as
guest accounts set up by default or default administrator IDs, MUST be appropriately disabled
or deleted.

ORP4.A2 Creating, Changing, and Revoking Authorisations [IT Operation
Department] (B)

User IDs and authorisations MUST ONLY be granted on the basis of actual need in connection
with specific tasks (in line with the least-privilege and need-to-know principles). If there are
personnel changes, the user IDs and authorisations that are no longer required MUST be
removed. If employees apply for authorisations that are beyond the respective standard, they
MUST ONLY be assigned after additional justification and verification are provided. Access
permissions to system directories and files SHOULD be restricted. All authorisations MUST be
established via separate administrative roles.

ORP.4.A3 Documentation of User IDs and Rights Profiles [IT Operation
Department] (B)

The user IDs, user groups, and rights profiles that have been approved and created MUST be
documented. The documentation of authorised users, user groups, and rights profiles MUST
be examined regularly to see if it reflects the rights actually assigned to the users and profiles,
and if the rights granted still meet the security requirements and are appropriate for the
current tasks of the corresponding users. The documentation MUST be protected against



unauthorised access. If the documentation is made available in electronic form, it SHOULD be
integrated into a backup procedure.

ORP.4.A4 Distribution of Tasks and Separation of Roles [IT Operation
Department] (B)

The tasks and functions defined as incompatible by an organisation (see module ORP.1
Organisation) MUST be separated by its identity and access management system.

ORP.4.A5 Assignment of Site Access Rights [IT Operation Department] (B)

The site access rights that are to be granted to or withdrawn from certain people in certain
roles MUST be defined. The issue and withdrawal of means of access such as chip cards MUST
be documented. If site access resources have been compromised, they MUST be replaced.
Persons with site access rights SHOULD be trained in the proper use of site access resources.
Authorised persons SHOULD be blocked temporarily if they are to be absent for a longer
period of time.

ORP.4.A6 Assignment of System Access Rights [IT Operation Department] (B)

The system access rights that are to be granted to and/or withdrawn from certain people in
certain roles MUST be defined. If system access resources like chip cards are used, their issue
and withdrawal MUST be documented. If system access resources have been compromised,
they MUST be replaced. Persons with system access rights SHOULD be trained in the proper
use of system access resources. Authorised persons SHOULD be blocked temporarily if they
are to be absent for a longer period of time.

ORP4.A7 Assignment of Data Access Rights [IT Operation Department] (B)

The data access rights that are to be granted to or withdrawn from certain people in certain
roles MUST be defined. If data access resources like chip cards or tokens are used, their issue
and withdrawal MUST be documented. Users SHOULD be trained in the proper use of chip
cards or tokens. Authorised persons SHOULD be blocked temporarily if they are to be absent
for a longer period of time.

ORP.4.A8 Provisions Governing the Use of Passwords [User, IT Operation
Department] (B)

Organisations MUST regulate the use of passwords in a binding manner (see also ORP.4.A22
Regulating Password Quality and ORP.4.A23 Regulating Password-Processing Applications and
IT Systems). In doing so, they MUST consider whether passwords are to be used as the sole
authentication method, or whether other authentication features or methods may be used in
addition to or instead of passwords.

Passwords MUST NOT be used for multiple purposes. A separate password MUST be used for
each IT system or application. Passwords that are easy to guess or are kept in common
password lists MUST NOT be used. Passwords MUST be kept secret. They MUST ONLY be
known by the respective users. When entering their passwords, users MUST ensure that no
one else is watching. Passwords MUST NOT be stored on programmable function keys on
keyboards or mice. Passwords MUST ONLY be written down in case of an emergency. They
MUST then be stored securely. The use of a password manager SHOULD be considered. If
password managers have features or plug-ins that synchronise passwords via third-party



online services or otherwise transmit passwords to third parties, these features or plug-ins
MUST be disabled. Passwords MUST be changed if it is suspected or discovered that they have
become known to unauthorised persons.

ORP.4.A9 Identification and Authentication [IT Operation Department] (B)

Access to all IT systems and services MUST be protected by appropriate identification and
authentication of users, services, and IT systems. Pre-configured authentication resources
MUST be changed before being put into production use.

ORP.4.A22 Regulating Password Quality [IT Operation Department] (B)

Secure passwords of suitable quality MUST be chosen in line with their intended use and
protection requirements. Passwords MUST be sufficiently complex so that they are difficult to
guess. Passwords MUST NOT be so complex that users cannot utilise them regularly with a
reasonable amount of effort.

ORP.4.A23 Regulating Password-Processing Applications and IT Systems [IT
Operation Department] (B)

IT systems or applications SHOULD ONLY prompt users to change their password with a valid
reason. Changes based on the passage of time alone SHOULD be avoided. Safeguards MUST be
taken to detect compromised passwords. If this is not possible, consideration SHOULD be
given to whether passwords can be changed at certain intervals in spite of the related
disadvantages.

Default passwords MUST be replaced by sufficiently strong passwords, and pre-defined IDs
MUST be changed. It SHOULD be ensured that IT systems fully check the possible password
length. When a password is changed, the old password MUST NOT be used again. Passwords
MUST be stored as securely as possible. In cases involving IDs for technical users, service
accounts, interfaces, or similar elements, a password change SHOULD be carefully planned
and, if necessary, coordinated with the persons in charge of the application in question.

When providing authentication in networked systems, passwords MUST NOT be transmitted
unencrypted over insecure networks. When passwords are transmitted on an intranet, they
SHOULD be encrypted. In case of unsuccessful login attempts, the system in question
SHOULD not indicate that the password or user ID is wrong.

3.2. Standard Requirements

For module ORP 4 Identity and Access Management, the following requirements correspond to
the state-of-the-art technology together with the Basic Requirements. They SHOULD be met
as a matter of principle.

ORP.4.A10 Protection of User IDs with Wide-Ranging Authorisations [IT
Operation Department] (S)

User IDs with broad privileges SHOULD be protected with multi-factor authentication (e.g.
cryptographic certificates, chip cards or tokens).



ORP.4.A11 Resetting Passwords [IT Operation Department] (S)

An appropriate and secure procedure SHOULD be defined and implemented for resetting
passwords. The support staff members that are able to reset passwords SHOULD be trained
accordingly. In case of higher password protection needs, a strategy SHOULD be defined for
cases in which a support staff member cannot accept responsibility for providing a password
due to the lack of secure options available.

ORP4.A12 Developing an Authentication Concept for IT Systems and
Applications [IT Operation Department] (S)

An authentication concept SHOULD be drawn up that includes a definition of the functional
and security requirements of authentication for each IT system and application at hand.
Authentication information MUST be stored in a cryptographically secure manner.
Authentication information MUST NOT be transmitted unencrypted over insecure networks.

ORP.4.A13 Selection of Suitable Authentication Mechanisms [IT Operation
Department] (S)

Identification and authentication mechanisms that meet the protection needs at hand
SHOULD be used. Authentication data SHOULD be protected by IT systems and/or
applications against espionage, modification, and destruction during processing. IT systems
and applications SHOULD increasingly delay further authentication attempts after each
unsuccessful attempt. It should be possible to limit the total duration of a login attempt. After
the specified number of unsuccessful authentication attempts is exceeded, IT systems and
applications SHOULD block the user ID in question.

ORP4.A14 Checking the Effectiveness of User Separation in IT Systems or
Applications [IT Operation Department] (S)

Checks SHOULD be performed at appropriate intervals to ensure that users of IT systems or
applications log off regularly after completing their tasks. It SHOULD also be checked that
several users are not working under the same ID.

ORP.4.A15 Approach and Design of Identity and Access Management
Processes [IT Operation Department] (S)

The following processes SHOULD be defined and implemented for identity and access
management:

e policy management

e identity profile management

e user ID management

e authorisation profile management
e role management

ORP.4.A16 Policies for Data and System Access Control [IT Operation
Department] (S)

A policy for data and system access control SHOULD be drawn up for IT systems, IT
components, and data networks. Standard rights profiles that correspond to employees' roles



and tasks SHOULD be used. A data access rule SHOULD be established in writing for every IT
system and IT application.

ORP.4.A17 Suitable Selection of Identity and Access Management Systems [IT
Operation Department] (S)

An organisation's identity and access management system SHOULD be appropriate for its
relevant business processes, organisational structures, and workflows, as well as for its
protection needs. The identity and access management system SHOULD be able to map the
specifications of the organisation for handling identities and authorisations. The identity and
access management system chosen SHOULD support the principle of role separation. The
identity and access management system SHOULD be adequately protected against attacks.

ORP.4.A18 Using a Central Authentication Service [IT Operation Department]
(S)

A central authentication service SHOULD be used to establish central identity and access
management. The use of a central network-based authentication service SHOULD be planned
carefully. To this end, the security requirements relevant in selecting a service of this kind
SHOULD be documented.

ORP4.A19 Instruction of All Employees in the Handling of Authentication
Methods and Mechanisms [User, Head of IT] (S)

All employees SHOULD be instructed in how to properly handle the authentication methods
used. There SHOULD be comprehensible policies for handling authentication procedures.
Employees SHOULD be informed of the relevant rules in this regard.

3.3. Requirements in Case of Increased Protection Needs

Generic suggestions for module ORP.4 Identity and Access Management are listed below for
requirements which go beyond the standard level of protection. These SHOULD be taken into
account IN THE EVENT OF INCREASED PROTECTION NEEDS. Final specification is
performed within a risk analysis.

ORP.4.A20 Contingency Planning for the Identity and Access Management
System [IT Operation Department] (H)

The extent to which a failed identity and access management system is critical to the security
of business processes SHOULD be determined. Provisions SHOULD be made to maintain
operations in the event of a failed identity and access management system. In particular, the
access control policy specified in the contingency concept at hand SHOULD still be applicable
if the identity and access management system has failed.

ORP.4.A21 Multi-Factor Authentication [IT Operation Department] (H)

Secure multi-factor authentication (e.g. using cryptographic certificates, chip cards, or tokens)
SHOULD be used for authentication.



ORP.4.A24 Dual Control for Administrative Activities [IT Operation
Department] (H)
Administrative activities SHOULD require the involvement of two persons. If multi-factor

authentication is required, the factors SHOULD be distributed between the two persons.
Passwords SHOULD be split into two parts and issued to each of the two persons.

4. Additional Information

4.1. Useful Resources

The International Organization for Standardization (ISO) provides guidelines for identity and
access management in annex A.9 ("Access Control") of ISO/IEC 27001:2013, “Information
Technology - Security Techniques — Information Security Management Systems -
Requirements”.

The International Organization for Standardization (ISO) provides specifications for identity
and access management in the standard ISO/IEC 29146:2016, “Information Technology -
Security Techniques — A Framework for Access Management”.

The Information Security Forum (ISF) provides specifications on identity and access
management in chapter TS1.4 (“Identity and Access Management”) of “The Standard of Good
Practice for Information Security”.

The National Institute of Standards and Technology (NIST) provides guidance on identity and
access management in NIST Special Publication 800-53A, specifically in areas AC and IA.

5. Appendix: Cross-Reference Table
for Elementary Threats

This cross-reference table lists the Elementary Threats with which the requirements of this
module are associated. This table can be used to determine which Elementary Threats are
covered by which requirements. Implementing the security safeguards derived from the
requirements will help mitigate the corresponding Elementary Threats. The letters in the
second column (C = confidentiality, I = integrity, A = availability) indicate which key security
objectives are primarily addressed by each requirement. The following Elementary Threats are
relevant for module ORP.4 Identity and Access Management.

G 0.14 Interception of Information / Espionage

G 0.15 Eavesdropping

G 0.16 Theft of Devices, Storage Media and Documents
G 0.18 Poor Planning or Lack of Adaptation

G 0.22 Manipulation of Information



G 0.23 Unauthorised Access to IT Systems

G 0.25 Failure of Devices or Systems

G 0.29 Violation of Laws or Regulations

G 0.30 Unauthorised Use or Administration of Devices and Systems
G 0.31 Incorrect Use or Administration of Devices and Systems

G 0.32 Misuse of Authorisation

G 0.36 Identity Theft

G 0.37 Repudiation of Actions

G 0.44 Unauthorised Entry to Premises

G 0.46 Loss of Integrity of Sensitive Information
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ORP.5 Compliance Management

1. Description

1.1. Introduction

Every organisation has relevant statutory, contractual, and other requirements (such as
internal guidelines) which must be observed. Many of these requirements have a direct or
indirect impact on information security management.

The requirements differ by industry, country, and other framework conditions. In addition, a
public authority (for example) is subject to different external rules and regulations than a
public limited company. An organisation's top management must ensure compliance with
such requirements by means of adequate monitoring safeguards.

Depending on the size of an organisation, this task may involve different management
processes that deal with different aspects of risk management. These include security
management, data protection management, compliance management, and controlling. The
different units in question should collaborate in a spirit of trust to take advantage of synergies
and eliminate conflicts before they arise.

1.2. Objective

The objective of this module is to illustrate how persons in charge can obtain an overview of
the various requirements the individual areas within their organisation need to fulfil. For this
purpose, suitable security requirements must be identified and implemented in order to avoid
related violations.

1.3. Scoping and Modelling

Module ORP.5 Compliance Management must be applied once to the entire information
domain under consideration.

The obligation of employees to comply with the statutory, contractual, and other
requirements identified in this module is not part of this module; it is dealt with in module
ORP.2 Personnel.



This module does not address specific laws, contractual regulations, or other guidelines.

2. Threat Landscape

For module ORP.5 Compliance Management, the following specific threats and vulnerabilities
are of particular importance:

2.1. Violations of Legal Provisions

If information security is implemented incorrectly or inadequately, organisations may be in
breach of statutory regulations or contractual agreements. Organisations must also comply
with many different industry-specific, national, and international legal frameworks. As this
can be very complex, users can unintentionally violate legal requirements or even knowingly
accept this risk. For example, many cloud service providers offer their services in an
international environment. These providers are thus often subject to the laws of different
countries. Cloud users, however, often focus solely on low costs and make incorrect
assumptions about legal framework conditions that should be taken into account with regard
to data protection, information requirements, insolvency law, liability, or information access
for third parties.

2.2. Improper Forwarding of Information

Misconduct on the part of individuals can result in sensitive information being passed on
without permission. Confidential information could be discussed within earshot of outsiders—
for example, while chatting during a break at a conference or talking on a mobile telephone in
a public place. It is equally conceivable that the supervisor of a department might suspect an
employee of collaborating with the competition. In order to prove it, the supervisor asks the
head of the IT Operation Department to provide "unofficial” access to the employee's e-mails.
The head of the IT Operation Department instructs the e-mail administrator to set up this
access without obtaining the necessary approval.

2.3. Inadequate Checking of the Identity of Communication Partners

In personal conversations on the phone or by e-mail, many employees are willing to disclose
far more information than they would in a letter or if more people were present. Furthermore,
the identity of a communication partner is usually not questioned, as this is perceived as
impolite. In the same way, permissions are often not sufficiently checked; they are implicitly
deduced from a contact's (purported) role instead. An employee can receive an e-mail from
someone claiming to know their supervisor, who has agreed to the urgent transfer of an
outstanding sum of money. A stranger wearing work clothes and carrying a tool box may also
be granted access to a data centre after mentioning something about "water pipes".

2.4. Accidental Sharing of Internal Information

Additional details are often inadvertently passed on with the information people intend to
share with others. This can result in confidential information falling into the wrong hands.



This can occur if old files or residual information on storage media are passed on, for example.
Users can also transmit incorrect data or send it to the wrong recipients.

3. Requirements

The specific requirements of module ORP.5 Compliance Management are listed below. As a
matter of principle, the Compliance Manager is responsible for fulfilling the requirements. The
Chief Information Security Officer (CISO) must always be involved in strategic decisions.
Furthermore, the CISO is responsible for ensuring that all requirements are met and verified
according to the agreed security concept. There can be additional roles with further
responsibilities for the implementation of requirements. They are listed explicitly in square
brackets in the header of the respective requirements.

Responsibilities Roles

Overall responsibility |Compliance Manager

Further Chief Information Security Officer (CISO), Central Administration,
responsibilities Supervisor, Top Management

3.1. Basic Requirements

For module ORP.5 Compliance Management, the following requirements MUST be met as a
matter of priority:

ORP.5.A1 Identification of Framework Conditions [Central Administration,
Top Management] (B)

All statutory, contractual, and additional provisions that affect information security
management MUST be identified and documented. The statutory, contractual, and additional
provisions that are relevant to an organisation's individual departments SHOULD be
presented in detail in a structured overview. This documentation MUST be kept up to date.

ORP.5.A2 Compliance with Framework Conditions [Supervisor, Central
Administration, Top Management] (B)

Requirements identified as security-relevant MUST be incorporated when planning and
designing business processes, applications, and IT systems, and when acquiring new
components.

Managers who have a statutory responsibility for their organisation MUST ensure its
compliance with statutory, contractual, and additional requirements. The responsibilities and
authorities regarding compliance with these provisions MUST be defined.

Suitable safeguards MUST be identified and implemented in order to prevent violations of
relevant requirements. If violations are identified, appropriate corrective measures MUST be
taken in order to ensure compliance.

ORP.5.A3 ELIMINATED (B)

This requirement has been eliminated.



3.2. Standard Requirements

For module ORP.5 Compliance Management, the following requirements correspond to the
state-of-the-art technology together with the Basic Requirements. They SHOULD be met as a
matter of principle.

ORP.5.A4 Design and Organisation of Compliance Management [Top
Management] (S)

A process for identifying all relevant statutory, contractual, and additional provisions that
impact information security management MUST be established within organisations. Suitable
processes and organisational structures SHOULD be established to ensure an overview of the
various statutory requirements for the individual areas of a given organisation based on its
identification of and compliance with the legal framework at hand. Persons responsible for
compliance management SHOULD be appointed for this purpose.

An organisation's Compliance Manager and Chief Information Security Officer (CISO)
SHOULD exchange information on a regular basis. They SHOULD integrate security
requirements into compliance management, translate security-related requirements into
security safeguards, and monitor their implementation together.

ORP.5.A5 Granting Exceptions [Supervisor, Chief Information Security
Officer (CISO)] (S)

If it is necessary to deviate from regulations in a particular case, the exception SHOULD be
justified and approved by an authorised body after a risk assessment. There SHOULD be an
approval procedure for granting exceptions. An overview of all exemptions granted SHOULD
be established and maintained. An appropriate procedure for documentation and a
corresponding review process SHOULD be established. All exceptions SHOULD be granted for
a limited period.

ORP.5.A6 ELIMINATED (S)

This requirement has been eliminated.

ORP.5.A7 ELIMINATED (S)

This requirement has been eliminated.

ORP.5.A8 Regular Reviews of Compliance Management (S)

A procedure SHOULD be established for regular checking of the efficiency and effectiveness of
compliance management and the resulting requirements and safeguards (see also DER.3.1
Audits and Revisions). Regular examination of whether a given organisational structure and
processes for compliance management are appropriate SHOULD be carried out.

3.3. Requirements in Case of Increased Protection Needs

Generic suggestions for module ORP.5 Compliance Management are listed below for
requirements which go beyond the standard level of protection. These SHOULD be taken into
account IN THE EVENT OF INCREASED PROTECTION NEEDS. Final specification is
performed within a risk analysis.



ORP.5.A9 ELIMINATED (H)

This requirement has been eliminated.

ORP.5.A10 ELIMINATED (H)

This requirement has been eliminated.

ORP.5.A11 ELIMINATED (H)

This requirement has been eliminated.

4. Additional Information

4.1. Useful Resources

The International Organization for Standardization (ISO) provides information on compliance
management systems in the standard ISO 19600:2014, "Compliance Management Systems —
Guidelines".

The ISO standard ISO/IEC 27001:2013, "Information Technology - Security Techniques — Code
of Practice for Information Security Controls", also addresses requirements management in
section 18.

The Institute of Public Auditors in Germany (IDW) defines reference points for the auditing of
compliance management systems in the publication IDW PS 980, “Principles for the Proper
Auditing of Compliance Management Systems”.

5. Appendix: Cross-Reference Table
for Elementary Threats

This cross-reference table lists the Elementary Threats with which the requirements of this
module are associated. This table can be used to determine which Elementary Threats are
covered by which requirements. Implementing the security safeguards derived from the
requirements will help mitigate the corresponding Elementary Threats. The letters in the
second column (C = confidentiality, I = integrity, A = availability) indicate which key security
objectives are primarily addressed by each requirement. The following Elementary Threats are
relevant for module ORP.5 Compliance Management.

G 0.29 Violation of Laws or Regulations
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CON.1 Crypto Concept

1. Description

1.1. Introduction

Cryptography is widely used as a means of ensuring confidentiality, integrity, and authenticity
in information security. Cryptographic procedures are used to encrypt information so that its
content cannot be read without the corresponding key. These can be symmetrical procedures,
where the same key is used for encryption and decryption, or asymmetrical procedures, where
one key is used for encryption and another for decryption.

In a heterogeneous environment, both the data an organisation stores locally and that which it
transfers can be effectively protected by cryptographic procedures and techniques.

Further safeguards are needed at the organisational and procedural levels. The use of
cryptographic procedures alone is not sufficient to guarantee the confidentiality, integrity, and
authenticity of encrypted information.

Within the framework of a crypto concept, all the cryptographic procedures used and the
associated safeguards are considered together. Only a holistic view of this subject enables
effective protection through cryptography.

Crypto modules are a special feature that can be used for cryptographic procedures to meet
increased protection requirements. The term "crypto module" refers to a product that offers
the security function specified in a given crypto concept. Such products may consist of
hardware, software, firmware, or a combination thereof. In addition, components such as
memory, processors, buses, and power supplies are necessary to implement crypto processes.
A crypto module may be used in a wide variety of IT or telecommunication systems in order
to protect sensitive data and information.

1.2. Objective

This module describes how a crypto concept can be created and how information in
organisations can be cryptographically secured.



1.3. Scoping and Modelling

Module CON.1 Crypto Concept must be applied once for the entire information domain under
consideration. This module covers general requirements, organisational framework
conditions, and procedures for cryptographic products and methods. The core IT tasks
associated with the operation of crypto modules are not addressed here. In this regard, the
requirements of the modules of layer OPS.1.1 Core IT Operation must be met.

Ways to cryptographically secure individual IT systems (e.g. laptops) or communication links
at the application level (e.g. encryption or hashing of passwords in a database) are not included
in this module either. These topics are covered in the corresponding modules of the APP
Applications, SYS IT Systems and NET Networks and Communication layers.

2. Threat Landscape

For module CON.1 Crypto Concept, the following specific threats and vulnerabilities are of
particular importance.

2.1. Inadequate Key Management for Encryption

Inadequate key management may grant attackers access to encrypted data. For example, a lack
of rules may result in keys and the associated encrypted information being stored on the same
data storage medium or being transmitted (unencrypted) via the same communication
channel. When symmetrical methods are used, every person who can access the data storage
medium or communication channel in question will thus be able to decrypt the information if
the encryption method used is known.

2.2. Violation of Legal Framework Conditions Regarding the Use of
Cryptographic Methods

If organisations use cryptographic methods and products, they must consider numerous legal
framework conditions. In some countries, cryptographic methods may not be used without
the consent of the government, for example. This may prevent recipients located abroad from
reading encrypted datasets because they are not allowed to use the required cryptographic
products, which may even make them liable to prosecution.

Furthermore, using products with strong encryption is significantly restricted in many
countries. Users may thus be tempted to leave sensitive data unencrypted or to protect it using
insecure methods. Besides making attacks easy, this may also violate national laws. For
example, a country's data protection laws may specify that adequate cryptographic methods
must be used in order to protect personal data.

2.3. Loss of Data Confidentiality or Integrity Due to Misbehaviour

If an organisation uses crypto modules that are too complicated, for example, its users may
dispense with them for the sake of convenience or practicality and transfer information in
plain text instead. As a consequence, attackers may eavesdrop on the information transmitted.



Errors in operating crypto modules may also result in confidential information being
intercepted by attackers—for example, if the information is transmitted in plain text because
the plain text mode has been enabled accidentally.

2.4. Software Vulnerabilities or Errors in Crypto Modules

Software vulnerabilities or errors in crypto modules impair the security of cryptographic
procedures and can allow the information they protect to be read, among other consequences.
Furthermore, attackers can manipulate crypto modules (including via malware) and thereby
obtain organisation-critical data, or even bring entire production processes to a standstill if
data can no longer be decrypted.

2.5. Failure of a Crypto Module

Crypto modules may fail due to technical defects, power failures, or wilful destruction. As a
consequence, the decryption of data may not be possible while the required crypto module is
unavailable. This could result in entire process chains coming to a standstill (e.g. if other IT
applications depend on the data).

2.6. Insecure Cryptographic Algorithms or Products

Insecure or obsolete cryptographic algorithms can be cracked by an attacker using a modest
amount of resources. In terms of encryption algorithms, this means that an attacker can
succeed in converting encrypted text back into the original plain text without having to know
any additional information, such as the cryptographic key. If insecure cryptographic
algorithms are used, attackers may undermine the cryptographic protection and thereby
access sensitive information within the respective organisation. Even if only secure (e.g.
certified) products are used in an organisation, communication can still become insecure. This
is the case, for example, if a communication partner uses cryptographic procedures that do not
correspond to the state of the art.

2.7. Errors in Encrypted Data or Cryptographic Keys

If information is encrypted and the encrypted data is subsequently changed, it may no longer
be possible to decrypt it properly. Depending on the mode of operation of the encryption
routines, this may result in just a few bytes being decrypted incorrectly, or all of the data in
question. If there is no backup, such data will be lost.

An error in the cryptographic keys used may be even more critical. Changing even a single bit
of a cryptographic key may make it impossible to decrypt the data encrypted using the key.

2.8. Unauthorised Use of a Crypto Module

If an attacker manages to use a crypto module without authorisation, they may manipulate
critical security parameters. As a consequence, the corresponding cryptographic methods will
no longer provide for sufficient security. Moreover, an attacker may manipulate the crypto
module in such a way that it works properly at first glance, but is actually in an insecure



condition. This way, the attacker may remain undetected for an extended period of time and
access a great deal of information that is critical to the organisation in question.

2.9. Compromised Cryptographic Keys

The security of cryptographic methods depends to a great extent on how well the
confidentiality of the cryptographic keys is maintained. A potential attacker will therefore
usually try to determine the keys used. The attacker may succeed in this regard by reading
volatile memory or finding unprotected keys that are stored in a backup, for example. If they
know the key and the crypto method used, they can decrypt data with relative ease.

2.10. Forged Certificates

Certificates are designed to link a public cryptographic key to a person, IT system, or
organisation. This link with the key is then protected cryptographically using a digital
signature, which usually comes from a trustworthy neutral organisation.

These certificates are then used by third parties to verify digital signatures of the person, IT
system, or organisation identified in the certificate. Alternatively, the key stored in the
certificate can be used for an asymmetric encryption procedure to encrypt communication
with the certificate holder.

If a certificate like this is forged, the digital signatures may be falsely verified as correct and
associated with the person, IT system, or organisation in the certificate. Furthermore, data may
be encrypted and sent with a key that is potentially insecure.

3. Requirements

The specific requirements of module CON.1 Crypto Concept are listed below. As a matter of
principle, the Chief Information Security Officer (CISO) is responsible for ensuring that all
requirements are met and verified according to the agreed security concept. There can be
additional roles with further responsibilities for the implementation of requirements. They are
listed explicitly in square brackets in the header of the respective requirements.

Responsibilities Roles

Overall responsibility |Chief Information Security Officer (CISO)

Further Process Owner, IT Operation Department, Supervisor
responsibilities

3.1. Basic Requirements

For module CON.1 Crypto Concept, the following requirements MUST be met as a matter of
priority:



CON.1.A1 Selecting Appropriate Cryptographic Methods [Process Owner]

Appropriate cryptographic methods MUST be selected. In so doing, it MUST be ensured that
established algorithms are used that have been examined intensively by experts and do not
have any known vulnerabilities. The key lengths recommended at the time MUST also be used.

CON.1.A2 Backups When Using Cryptographic Methods [IT Operation
Department] (B)

In backups, cryptographic keys MUST be stored and kept by the IT Operation Department in
such a way that unauthorised persons cannot access them. Long-term cryptographic keys
MUST be stored outside of the IT systems used.

For long-term storage of encrypted data, checks SHOULD be performed at regular intervals to
determine whether the cryptographic algorithms and key lengths used still reflect the state of
the art. The IT Operation Department MUST guarantee that data stored in encrypted form can
still be accessed after longer periods. The crypto products used SHOULD be archived. The
configuration data of crypto products SHOULD be backed up.

3.2. Standard Requirements

For module CON.1 Crypto Concept, the following requirements correspond to the state-of-the-
art technology together with the Basic Requirements. They SHOULD be met as a matter of
principle.

CON.1.A3 Encryption of Communication Links (S)

It SHOULD be determined whether communication links can be encrypted in a feasible
manner with a reasonable amount of resources. If this is the case, communication links
SHOULD be encrypted appropriately.

CON.1.A4 Appropriate Key Management (S)

Cryptographic keys SHOULD always be created with appropriate key generators in a secure
environment. If possible, cryptographic keys SHOULD be used for one purpose only. In
particular, different keys SHOULD be used for encryption and signature creation. The
exchange of cryptographic keys SHOULD be carried out using a method that is considered
secure.

If keys are used, the authenticity of the origin and integrity of the key data SHOULD be
checked.

All cryptographic keys SHOULD be changed at a sufficient frequency. There SHOULD be a
defined procedure for scenarios in which a key has been revealed. All created cryptographic
keys SHOULD be stored and managed securely.

CON.1.A5 Secure Deletion and Destruction of Cryptographic Keys [IT
Operation Department] (S)

Keys and certificates that are no longer needed SHOULD be deleted and destroyed securely.



CON.1.A6 Identifying the Need for Cryptographic Methods and Products [IT
Operation Department, Process Owner] (S)

The business processes or specialised procedures that require cryptographic methods
SHOULD be defined. The applications, IT systems, and communication links necessary to fulfil
the tasks at hand SHOULD then be identified. The IT Operation Department SHOULD use
suitable cryptographic mechanisms to secure these elements.

3.3. Requirements in Case of Increased Protection Needs

Generic suggestions for module CON.1 Crypto Concept are listed below for requirements
which go beyond the standard level of protection. These SHOULD be taken into account IN
THE EVENT OF INCREASED PROTECTION NEEDS. Final specification is performed within a
risk analysis.

CON.1.A7 Drawing Up a Security Policy for the Use of Cryptographic Methods
and Products (H)

Based on its general security policy, an organisation SHOULD draw up a specific policy for the
use of crypto products. In this security policy, the person responsible for the secure operation
of cryptographic products SHOULD be specified. There SHOULD be deputising rules in
connection with the crypto products used.

Necessary training and awareness safeguards SHOULD be defined for users, along with codes
of conduct and reporting channels for potential problems or security incidents. Furthermore,
the policy SHOULD define the methods used to ensure that crypto modules are configured
securely, used properly, and maintained at regular intervals.

The policy SHOULD be known to all the relevant employees and SHOULD be integral to their
work. If the policy is changed or deviations prove necessary, this SHOULD be coordinated with
the CISO and documented accordingly. There SHOULD be regular checks on whether the
policy is still being properly implemented. The results SHOULD be appropriately documented.

CON.1.A8 Determining the Factors That Influence Cryptographic Methods
and Products (H)

Before a decision can be taken on which cryptographic methods and products will be used in
the event of high protection requirements, the following influencing factors SHOULD be
determined, among other considerations:

e security aspects (see CON.1.A6 Identifying the Need for Cryptographic Methods and
Products)

e technical aspects

e personnel and organisational aspects

e economic aspects

e the lifecycles of cryptographic methods and the key lengths used
e approval of cryptographic products

e legal framework conditions



CON.1.A9 Selecting an Appropriate Cryptographic Product [IT Operation
Department, Process Owner] (H)

Before selecting a cryptographic product, an organisation SHOULD define the requirements to
be met by the product. Here, aspects such as the scope of functions, interoperability, efficiency,
and protection against incorrect operation and malfunction SHOULD be considered. It
SHOULD be checked whether certified products should be given priority. The selection
process SHOULD also consider the future deployment locations due to the export and import
restrictions on cryptographic products, for example.

As a general rule, products that do not make it possible to control the storage of keys SHOULD
NOT be used.

CON.1.A10 Developing a Crypto Concept (H)

A crypto concept SHOULD be developed that is integrated into the security concept of the
organisation in question. The concept SHOULD describe all the technical and organisational
specifications for the cryptographic products used. Additionally, all the relevant applications,
IT systems, and communication links SHOULD be listed. The created crypto concept SHOULD
be updated at regular intervals.

CON.1.A11 Secure Configuration of Crypto Modules [IT Operation
Department] (H)

Crypto modules SHOULD be installed and configured securely. All preset keys SHOULD be
changed. Afterwards, whether the crypto modules work properly and can actually be operated
by users SHOULD be tested.

Furthermore, the requirements for the operational environment SHOULD be defined. If an IT
system is changed, whether the cryptographic methods used are still effective SHOULD be
tested. The configuration of the crypto modules SHOULD be documented and checked at
regular intervals.

CON.1.A12 Secure Separation of Roles When Using Crypto Modules [IT
Operation Department] (H)

User roles SHOULD be defined when configuring a crypto module. Access control and
authentication mechanisms SHOULD be used in order to verify whether an employee is
actually allowed to use the desired service. The crypto module SHOULD be configured such
that the authentication information has to be re-entered every time there is a role change or a
specified period of inactivity as passed.

CON.1.A13 Operating System Security Requirements When Using Crypto
Modules (H)

The interaction between the operating system and the crypto modules SHOULD ensure the
following:

e the crypto modules installed cannot be disabled or circumvented without this being
noticed.

e the applied or stored keys cannot be compromised.



e the data to be protected can only be stored on storage media without encryption or leave
the information-processing system with the knowledge of and under the control of the
user

e attempted manipulations of the crypto module will be detected.

CON.1.A14 Training of Users and Administrators [Supervisor, Process Owner,
IT Operation Department] (H)

There SHOULD be training for users and administrators on handling the relevant crypto
modules. The meaning of the security settings of crypto modules and why they are important
SHOULD be explained in detail to the users. Furthermore, they SHOULD be made aware of the
threats that result from bypassing or disabling these security settings for the sake of
convenience. The training content SHOULD always be adapted to the particular operational
scenarios at hand.

Administrators SHOULD also receive specific training on the administration of crypto
modules. They SHOULD also be provided with an overview of basic cryptographic terms.

CON.1.A15 Reacting to the Practical Weakening of a Crypto Method (H)

A process SHOULD be established that can be used in the event of a weakened cryptographic
method. In so doing, it SHOULD be ensured that the weakened cryptographic method can be
secured or will be replaced with an appropriate alternative.

CON.1.A16 Physical Protection of Crypto Modules [IT Operation Department]
(H)

The IT Operation Department SHOULD ensure that unauthorised physical access to the
contents of a crypto module is prevented. Hardware and software products used as crypto
modules SHOULD be able to perform a self-test.

CON.1.A17 Emission Security [IT Operation Department] (H)

Whether additional safeguards are necessary for emission security SHOULD be examined. In
particular, this SHOULD be ensured when processing government material that is classified as
VS-VERTRAULICH (VS-CONFIDENTIAL) or higher.

CON.1.A18 Cryptographic Replacement Modules [IT Operation Department]
(H)

Replacement crypto modules SHOULD be kept available.

4. Additional Information

4.1. Useful Resources

The International Organization for Standardization (ISO) deals with the topic of cryptography
in ISO/IEC 27001:2013 (annex A.10) on the basis of two guidelines.



The BSI has produced “Leitfaden Erstellung von Kryptokonzepten” [Guidelines for Creating
Crypto Concepts] and a "Musterkryptokonzept" [Crypto Concept Model], which can support
organisations in creating their own crypto concepts.

The BSI Technical Directive “BSI-TR-02102: Crytographic Mechanisms: Recommendations
and Key Lengths” should be observed when selecting encryption methods and key lengths.

The Information Security Forum (ISF) has developed requirements for crypto concepts in “The
Standard of Good Practice for Information Security” (area TS2, "Cryptography”).

5. Appendix: Cross-Reference Table
for Elementary Threats

This cross-reference table lists the Elementary Threats with which the requirements of this
module are associated. This table can be used to determine which Elementary Threats are
covered by which requirements. Implementing the security safeguards derived from the
requirements will help mitigate the corresponding Elementary Threats. The letters in the
second column (C = confidentiality, I = integrity, A = availability) indicate which key security
objectives are primarily addressed by each requirement. The following Elementary Threats are
relevant for module CON.1 Crypto Concept.

G 0.13 Interception of Compromising Interference Signals

G 0.14 Interception of Information / Espionage

G 0.15 Eavesdropping

G 0.18 Poor Planning or Lack of Adaptation

G 0.19 Disclosure of Sensitive Information

G 0.20 Information or Products from an Unreliable Source

G 0.21 Manipulation of Hardware or Software

G 0.22 Manipulation of Information

G 0.25 Failure of Devices or Systems

G 0.26 Malfunction of Devices or Systems

G 0.27 Lack of Resources

G 0.28 Software Vulnerabilities or Errors

G 0.29 Violation of Laws or Regulations

G 0.30 Unauthorised Use or Administration of Devices and Systems
G 0.31 Incorrect Use or Administration of Devices and Systems

G 0.45 Data Loss



G 0.46 Loss of Integrity of Sensitive Information
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CON.2 Data Protection

1. Description

1.1. Introduction

The aim of data protection is to protect individuals so that the use of their personal data by
third parties does not affect their fundamental rights. The constitution of the Federal Republic
of Germany includes citizens' fundamental right to decide how their personal data is used. The
federal and state data protection laws refer to this when they emphasise the protection of the
right to informational self-determination. In Article 8, the EU Charter of Fundamental Rights
directly describes the right to protection of personal data (paragraph 1), highlights the
necessity of a legal basis for data processing (paragraph 2), and prescribes the monitoring of
compliance with data protection regulations by an independent body (paragraph 3). The
General Data Protection Regulation (GDPR) provides more details on the requirements of the
Charter of Fundamental Rights. Article 5 of the GDPR, which states the basic principles for
processing personal data (and specifies some of them as protection goals), is of central
importance in this regard. The German Standard Data Protection Model (SDM) offers a
method of systematically monitoring the required implementation of data protection
regulations on the basis of seven data protection goals.

1.2. Objective

The aim of this module is to show how the requirements of the German Standard Data
Protection Model relate to IT-Grundschutz.

1.3. Scoping and Modelling

Module CON.2 Data Protection is intended for users in Germany as a basic guide to identifying
components that process or otherwise use personal or person-related data as part of the effort
to determine protection needs. Each organisation should then assess whether the module
should be applied not just to individual information domains or procedures, but to its entire
undertaking.

The conference of the independent federal and state data protection agencies (also known as
the Data Protection Conference, or DSK) developed the German Standard Data Protection



Model as a concept that systematises the technical and organisational safeguards stated in the
German and European legal regulations on the basis of data protection goals. On the one hand,
the model is used by the bodies responsible for processing to systematically plan and
implement required safeguards. It thus promotes the data protection-compliant design and
organisation of information technology processes and applications. On the other hand, the
model offers the data protection agencies a way to render a transparent, comprehensible, and
robust overall assessment of a given method and its components using a uniform system. As a
method, the SDM is suitable for regularly checking and professionally evaluating the
effectiveness of the technical and organisational safeguards of a given data processing system
on the basis of and in accordance with the criteria of the GDPR.

For the selection of appropriate technical and organisational safeguards, the SDM adopts the
perspective of data subjects in asserting their fundamental rights, which is why it differs
significantly from the viewpoint of IT-Grundschutz, which focuses primarily on information
security and seeks to protect data-processing organisations. In the SDM, safeguards are
selected based on the impairment that data subjects must accept as a result of a given
organisation’s data processing activities.

Against this background, a distinction must be made between the selection of safeguards to
ensure information security for organisations and the selection of safeguards to ensure data
subjects’ rights. The IT-Grundschutz methodology primarily promotes information security;
the SDM is meant to preserve data subjects' rights.

The SDM thus seeks to fulfil the following standards:

e it transfers requirements under data protection law into a catalogue of data protection
goals

e it divides the considered methods into three components: data, IT systems, and processes

e it factorsin the categorisation of data into three levels of information security
requirements—“normal”, “high”, and “very high”—and supplements this classification with
corresponding considerations at the level of processes and IT systems

e it offers a catalogue with standardised protective safeguards

2. Threat Landscape

For module CON.2 Data Protection, the following specific threats and vulnerabilities are of
particular importance:

2.1. Non-Compliance with Data Protection Laws or Use of an
Incomplete Risk Model

According to the EU General Data Protection Regulation, the processing of personal data is
generally prohibited. Collecting, using, and transferring such data is only permitted when
allowed or ordered by a statutory provision, or if the person in question has given express
advance consent (see GDPR, Article 6).



From the perspective of data protection, an organisation that collects, uses, transfers, or
receives (in summary: "processes") personal data fundamentally poses a risk to individuals.
This risk still exists when an organisation's data processing activities are legally compliant.

In contrast, it places individuals at an even higher risk when an organisation does not
sufficiently tie its data processing to a specific purpose, interprets this purpose too liberally, or
carries out data processing for no specific purpose at all. The same applies if an organisation
processes personal data in a non-transparent manner or without safeguards to secure integrity
and does not provide data subjects with ways to intervene.

Cases in which data is accessed by third parties in ways that do not serve the purpose of the
original data processing in question also present a frequent danger in practice. Such access
typically pertains to foreign parent companies, security authorities, banks and insurance
companies, public service administrations, IT manufacturers and IT service providers, or
research organisations. In these contexts, the justification for access is often not checked—for
example, because a long-established practice is being continued. Subordinate employees may
also shy away from the personal risk of questioning whether there is a sufficient legal basis for
such access. Furthermore, when an organisation's legal department or data protection officer
report negative findings in this regard, those in charge often decide not to take corresponding
action.

Both individuals and the organisations responsible face further risk if no standard processes
are provided for lawful access to IT services or the transmission of data files by third parties.
The same applies if no evidence of compliance can be provided in the form of protocols and
documentation.

Insufficient data security also poses a significant risk to persons/employees. Recital 75 of the
GDPR describes the risks associated with the processing of personal data and the
corresponding threat posed by unauthorised access as follows: “The risk to the rights and
freedoms of natural persons, of varying likelihood and severity, may result from personal data
processing which could lead to physical, material or non-material damage, in particular: where
the processing may give rise to discrimination, identity theft or fraud, financial loss, damage to
the reputation, loss of confidentiality of personal data protected by professional secrecy,
unauthorised reversal of pseudonymisation, or any other significant economic or social
disadvantage; where data subjects might be deprived of their rights and freedoms or prevented
from exercising control over their personal data; where personal data are processed which
reveal racial or ethnic origin, political opinions, religion or philosophical beliefs, trade union
membership, and the processing of genetic data, data concerning health or data concerning
sex life or criminal convictions and offences or related security safeguards; where personal
aspects are evaluated, in particular analysing or predicting aspects concerning performance at
work, economic situation, health, personal preferences or interests, reliability or behaviour,
location or movements, in order to create or use personal profiles; where personal data of
vulnerable natural persons, in particular of children, are processed; or where processing
involves a large amount of personal data and affects a large number of data subjects.”

2.2. Definition of Insufficient Protection Needs

Incorrect assessments of the need to protect their personal data represent another danger to
persons/employees. These protection needs, which an organisation typically determines itself



when it is responsible for processing personal data, can be inaccurate or insufficient for
various reasons:

e The organisation has not considered the catalogue of data protection goals that extends
beyond information security.

e When determining the protection needs, the organisation did not distinguish between the
risks regarding the implementation of data subjects' fundamental rights and the risks to
the organisation.

e Although the organisation did distinguish between these two protection interests, it has
designed the functions of its procedure and its protective safeguards in its own favour or to
the disadvantage of data subjects.

3. Requirements

The specific requirements of module CON.2 Data Protection are listed below. As a matter of
principle, the Data Protection Officer is responsible for monitoring compliance with the
requirements of the GDPR (for details and restrictions, see GDPR, Art. 39). The Chief
Information Security Officer (CISO) must always be involved in strategic decisions.
Furthermore, the CISO is responsible for ensuring that all requirements are met and verified
according to the security concept agreed upon. There can be additional roles with further
responsibilities for the implementation of requirements. They are listed explicitly in square
brackets in the header of the respective requirements.

Responsibilities Roles

Overall responsibility [Data Protection Officer
Further

responsibilities

3.1. Basic Requirements

For module CON.2 Data Protection, the following requirements MUST be met as a matter of
priority:

CON.2.A1 Implementing the German Standard Data Protection Model (B)

Compliance with the legal provisions on data protection MUST be ensured at the EU, federal,
and state levels (GDPR, BDSG, and LDSG). If the SDM methodology is not taken into account
(i.e. the safeguards are not systematised on the basis of the protection goals and compared with
the SDM reference safeguards catalogue), this SHOULD be justified and documented.

3.2. Standard Requirements

No standard requirements are defined for module CON.2 Data Protection.



3.3. Requirements in Case of Increased Protection Needs

No requirements for increased protection needs are defined for module CON.2 Data
Protection.

4. Additional Information

4.1. Useful Resources

EU General Data Protection Regulation: “Regulation (EU) 2016/679 of the European
Parliament and of the Council of 27 April 2016 on the protection of natural persons with
regard to the processing of personal data and on the free movement of such data, and
repealing Directive 95/46/EC (General Data Protection Regulation)”, imposes fundamental,
Europe-wide legal requirements for data protection compliance.

“The Standard Data Protection Model — A method for Data Protection advising and controlling
on the basis of uniform protection goals” from the technology working group (AK Technik) of
the Independent Data Protection Supervisory Authorities at the federal and state levels
provides a method for implementing the requirements of data protection law.

5. Appendix: Cross-Reference Table
for Elementary Threats

This cross-reference table lists the Elementary Threats with which the requirements of this
module are associated. This table can be used to determine which Elementary Threats are
covered by which requirements. Implementing the security safeguards derived from the
requirements will help mitigate the corresponding Elementary Threats. The letters in the
second column (C = confidentiality, I = integrity, A = availability) indicate which key security
objectives are primarily addressed by each requirement. The following Elementary Threats are
relevant for module CON.2 Data Protection.

G 0.18 Poor Planning or Lack of Adaptation
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CON.3 Backup Concept

1. Description

1.1. Introduction

Organisations are storing ever increasing amounts of data and becoming increasingly
dependent on it at the same time. If data is lost due to defective hardware, malware, or
inadvertent deletion, for example, this may result in serious damage. Conventional IT systems
such as servers or clients can be affected. However, routers, switches, and [oT devices can also
store sensitive information, such as configurations. In this module, the term “IT system”
therefore includes all forms of IT components that store sensitive information.

The effects of data loss can be minimised through regular data backups. A data backup is a
means of ensuring that IT operations can be resumed quickly with a redundant copy of an
organisation's data if some of the actively used data is lost. An organisation's data backup
concept thus also plays a central role in contingency planning. The essential requirements of
contingency planning, such as the maximum permissible data loss (recovery point objective,
RPO), should be taken into account in backup concepts.

In addition to the creation of backups as a preventive measure, a comprehensive data
protection concept should consider how completed backups will be restored on the original
system. A wide variety of solutions can be used for backups, such as:

e Storage systems

e Tape drives

e Mobile removable media (USB pen drives or external hard disks)

e Optical storage media

¢ Online solutions

This module refers to such solutions collectively as "storage media for backups". In contrast,
data mirroring via RAID systems is not considered a backup because the mirrored data is
changed at the same time. This means that data mirroring via a RAID system can prevent a
failure due to a hardware defect in individual storage media, but it cannot protect against
unintentional overwriting or malware infections.



1.2. Objective

The aim of this module is to show how organisations can create a data protection concept and
use it to adequately secure their data against loss.

1.3. Scoping and Modelling

CON.3 Backup Concept must be applied once for the entire information domain under
consideration.

The module describes basic specifications that help ensure an appropriate backup concept.
Requirements for the long-term storage and maintenance of electronic documents are not
addressed. These are included in module OPS.1.2.2 Archiving.

This module also does not cover any system- or application-specific properties of backups.
The backup concept requirements of this kind are covered in the corresponding modules of
the NET Networks and Communication, SYS IT Systems, and APP Applications layers.

For deleting and destroying backups, module CON.6 Deleting and Destroying Data and Devices
must be taken into account.

2. Threat Landscape

Since the IT-Grundschutz modules cannot address individual information domains, typical
scenarios are used to demonstrate the threat landscape. For module CON.3 Backup Concept,
the following specific threats and vulnerabilities are of particular importance.

2.1. Lack of Backups

If data is lost that has not been backed up beforehand, this can have consequences that
threaten the existence of an organisation. Data can be lost due to malware, technical
malfunctions, or a fire, for example, but also if employees delete data (whether intentionally or
unintentionally).

2.2. Lack of Recovery Tests

Backing up data regularly does not automatically guarantee that it can be restored without
problems. If data backups are not regularly tested to see if they can be restored, doing so may
not be possible.

2.3. Unsuitable Storage of Backup Media

Regardless of whether conventional tapes or modern storage systems are involved, storage
media used for backups contain a great deal of sensitive information on the respective
organisation. If backup storage media are not stored in a secure location, an attacker may be
able to access them and steal or manipulate sensitive information. Backup storage media can
also become unusable due to unfavourable storage conditions. The information stored on
them may then no longer be available.



2.4. Inadequate Documentation

If an organisation's measures regarding backups and, in particular, recovery are documented
insufficiently (or not at all), this can significantly delay recovery. This in turn can result in
delays in important processes (e.g. in production). It may also mean that a backup cannot be
restored and the data is thus lost.

If information on recovery is only available digitally, there is a risk that it will also be lost in
the event of major damage (caused by ransomware, for instance), which jeopardises the
recovery process.

2.5. Non-Compliance with Statutory Regulations

If an organisation fails to comply with statutory regulations such as data protection laws, it
may be required to pay fines or damages.

2.6. Using Insecure Providers for Online Backups

If an organisation outsources its backups to another provider, attacks on this provider can also
affect the organisation's data. This can lead to an outflow of sensitive data.

There is also a risk that unfavourable contractual conditions will result in backups not being
available at short notice. This would make it impossible to restore them within a defined
period of time in an emergency.

2.7. Insufficient Storage Capacity

Insufficient capacity on storage media used for backups can result in a failure to back up the
most recent data. Software used for backups may also automatically overwrite old backups
that are still required. If the persons responsible are not informed (due to insufficient
monitoring, for example), data could be lost completely. This could also mean that only
outdated versions are available in an emergency.

2.8. Inadequate Backup Concept

If an appropriate concept is not created for backup measures, this may lead to business
requirements being disregarded for the affected business processes. If the recovery time or
backup intervals are not taken into account, this could mean the backups are not suitable for
restoring data in the event of a loss.

In addition, the storage medium for a backup can become a preferred target for attack if
valuable data from all of an organisation's business processes is stored on it in a condensed
format.

Furthermore, organisational deficiencies can lead to situations in which a backup is unusable.
For example, if a backup is encrypted and the key for decrypting it is also affected by a data
loss, it will not be possible to restore the data. This could happen if the key is not stored
separately.



2.9. Insufficient Data Backup Speed

In addition to the storage space required for backups, the time needed to perform them is also
increasing. In the worst case, this can mean that a backup has not yet been completed when a
new backup begins, which can lead to various problems. Under certain circumstances, the
backup that has not yet been completed could be terminated, and no further complete
backups would be performed as a consequence. Alternatively, the backup solution could try to
perform the new backup in parallel with the previous one and the backup system could end up
failing under the increasing load.

2.10. Ransomware

Ransomware is a special form of malware that encrypts data on infected IT systems. Attackers
subsequently demand payment of a ransom, claiming that they will then enable the victim to
decrypt the data again. In the absence of backups, the encrypted data is lost in many cases or
can only be recovered by paying the ransom. Even after the ransom is paid, however, there is
no guarantee that the data can be recovered.

Many forms of ransomware look for network drives with write access in order to encrypt all
their data, as well. This means that all encrypted information dating back to the most recent
backup can be lost, even if a ransom is paid. Along with the IT system originally infected, this
may affect centrally stored information accessed by multiple IT systems.

If backup storage media are not sufficiently secured, there is also the danger that they
themselves will be affected by a ransomware attack and the information stored on them
(backups) may be encrypted.

3. Requirements

The specific requirements of module CON.3 Backup Concept are listed below. The CISO is
responsible for ensuring that all requirements are met and verified according to the agreed
security concept. The CISO must always be involved in strategic decisions.

The IT-Grundschutz Compendium also defines additional roles to which appropriate
personnel should be assigned as required.

Responsibilities Roles

Overall responsibility  |Chief Information Security Officer (CISO)

Further responsibilities |Process Owner, IT Operation Department, Employee

Exactly one role should have overall responsibility. There may also be further responsibilities. If
one of these additional roles is primarily responsible for the fulfilment of a requirement, this
role is listed in square brackets after the heading of the requirement.



3.1. Basic Requirements

For module CON.3 Backup Concept, the following requirements MUST be met as a matter of
priority.

CON.3.A1 Determining the Factors That Influence Backups [Process Owner,
IT Operation Department] (B)

The IT Operation Department MUST ascertain the framework conditions for backups of each
IT system and the applications executed on them. For this purpose, the application Process
Owners MUST define their requirements for data protection. At minimum, the IT Operation
Department MUST agree the following framework conditions with the Process Owners:

e Datato be backed up

e Storage space

e Change volumes

e Changing times

e Availability requirements

e Confidentiality requirements

e Integrity requirements

e Legal requirements

e Requirements for deleting and destroying data
e Responsibilities for backing up data

The parameters MUST be recorded in a clear and appropriate manner. New requirements
MUST be considered promptly.

CON.3.A2 Establishment of Backup Procedures [Process Owner, IT Operation
Department] (B)

The IT Operation Department MUST determine the procedure for how data is to be backed up.

A backup procedure MUST define the type, frequency, and times of backups. This MUST be
based on the parameters that have been determined and involve the Process Owners of the
respective applications. The storage media to be used and the manner in which they are to be
transported and stored MUST also be defined. Backups MUST always be stored on separate
storage media. Backup storage media requiring particular protection SHOULD only be
connected to the respective organisation's network or the source system during backup and
restoration procedures.

For virtual environments and storage systems, checks SHOULD be carried out on whether the
IT system at hand can be additionally backed up by snapshot mechanisms in order to create
several quickly recoverable intermediate versions between the complete backups.

CON.3.A3 ELIMINATED (B)

This requirement has been eliminated.



CON.3.A4 Creating Backup Plans [IT Operation Department] (B)

The IT Operation Department MUST create backup plans based on the defined backup
procedure at hand. These MUST define the minimum backup requirements to be met. At
minimum, the backup plans MUST contain short descriptions of the following:

e The IT systems and data to be included in each backup
e The order in which IT systems and applications should be restored
e How the backups can be created and restored
e How long backups should be stored
e How backups can be protected from unauthorised access and overwriting
e The parameters to be selected
e The hardware and software to be used
CON.3.A5 Regular Backups [IT Operation Department] (B)

Regular data backups MUST be made in line with the applicable backup plans. All employees
MUST be informed of their organisation's backup regulations. They MUST also be informed of
the tasks they are to perform in the creation of backups.

CON.3.A12 Secure Storage of Backup Media [IT Operation Department] (B)

Backup storage media MUST be kept physically separate from the backed-up IT systems. They
SHOULD be stored in a different fire zone. The storage location SHOULD be air-conditioned
in such a way that the storage media can be stored for the amount of time specified in the
backup concept at hand.

CON.3.A14 Protection of Backups [IT Operation Department] (B)

Created backups MUST be suitably protected against unauthorised access. In particular, it
MUST be ensured that backups cannot be overwritten intentionally or unintentionally. IT
systems used for data protection SHOULD only allow write access to backup storage media for
authorised backup or administrative activities. Alternatively, backup media SHOULD only be
connected to the corresponding IT systems for authorised backups or authorised
administrative activities.

CON.3.A15 Regular Backup Testing [IT Operation Department] (B)

Tests MUST be performed regularly to determine whether the backup process is working as
desired, and especially whether the backed-up data can also be restored without any problems
within an appropriate period of time.

3.2. Standard Requirements

Along with the Basic Requirements above, the following requirements correspond to the state-
of-the-art technology for this module. They SHOULD be met as a matter of principle.

CON.3.A6 Developing a Backup Concept [Process Owner, IT Operation
Department] (S)

An organisation SHOULD prepare a backup concept that includes at least the following points:



e Definitions of essential aspects of backups (e.g. different types of backup procedures)
e Threat landscape

e Factors influencing each IT system or group of IT systems

e Backup plans for each IT system or group of IT systems

e Relevant findings from business continuity management, in particular the recovery
point objective (RPO) for each IT system or group of IT systems.

The IT Operation Department SHOULD coordinate the backup concept with the Process
Owners responsible for the applications affected. If a central backup system is used, it
SHOULD be noted that there may be a higher need for protection due to the concentration of
data. Backups SHOULD be carried out regularly in line with the backup concept.

The backup concept itself SHOULD also be included in backups. The technical information
contained in the backup concept to restore systems and backups (backup plans) SHOULD be
backed up in such a way that it will be available even if the backup systems themselves fail.

Employees SHOULD be informed about the parts of the backup concept that concerns them.
The proper implementation of the backup concept SHOULD be checked regularly.

CON.3.A7 Procuring a Suitable Backup System [IT Operation Department] (S)

Before procuring a backup system, the IT Operation Department SHOULD create a
requirements list to evaluate the products available on the market. The backup systems an
organisation purchases SHOULD meet the requirements of its backup concept.

CON.3.A8 ELIMINATED (S)

This requirement has been eliminated.

CON.3.A9 Prerequisites of Online Backups [IT Operation Department] (S)

If online storage is to be used for backups, the following points SHOULD be contractually
regulated at minimum:

e How the corresponding contract is formulated

e Where the data will be stored

e Service level agreements (SLAs), particularly in terms of availability
e Suitable authentication methods for access

e Encryption of data stored online

e Transport encryption

In addition, the backup system and network connection in question SHOULD offer
performance that will not exceed the permissible backup or restore times.

CON.3.A10 ELIMINATED (S)

This requirement has been eliminated.

CON.3.A11 ELIMINATED (S)

This requirement has been eliminated.



3.3. Requirements in Case of Increased Protection Needs

The following section lists generic suggestions for this module with respect to requirements
that go beyond a level of protection based on the current state of the art. These SHOULD be
taken into account in the event of increased protection needs. Final specification is performed
within an individual risk analysis.

CON.3.A13 Using Cryptographic Methods for Backups [IT Operation
Department] (H)

The IT Operation Department SHOULD encrypt all backups to ensure the confidentiality of
backed-up data. It SHOULD be ensured that encrypted data can be restored even after
extended periods of time. The cryptographic keys used SHOULD be protected by a separate
backup.

4. Additional Information

4.1. Useful Resources

The International Organization for Standardization (ISO) specifies requirements for backup
concepts in ISO/IEC 27002:2013 (“12.3 Backup”).

Germany's digital association, Bitkom, has produced a guide to carrying out backups in the
publication “Leitfaden Backup / Recovery / Disaster Recovery”.

Section “SY2.3 Backup” of “The Standard of Good Practice for Information Security” published
by the Information Security Forum (ISF) provides guidelines for backups.

The National Institute of Standards and Technology details requirements for backups in NIST
Special Publication 800-53 (“CP-9 Information System Backup”).

5. Appendix: Cross-Reference Table
for Elementary Threats

This cross-reference table lists the Elementary Threats with which the requirements of this
module are associated. This table can be used to determine which Elementary Threats are
covered by which requirements. Implementing the security safeguards derived from the
requirements will help mitigate the corresponding Elementary Threats. The letters in the
second column (C = confidentiality, I = integrity, A = availability) indicate which key security
objectives are primarily addressed by each requirement. The following Elementary Threats are
relevant for module CON.3 Backup Concept.

G 0.1 Fire
G 0.2 Unfavourable Climatic Conditions

T 0.16 Theft of Devices, Storage Media and Documents



G 0.18 Poor Planning or Lack of Adaptation
G 0.19 Disclosure of Sensitive Information
G 0.22 Manipulation of Information

G 0.29 Violation of Laws or Regulations

G 0.39 Malware

G 0.45 Data Loss

G 0.46 Loss of Integrity of Sensitive Information
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CON.6 Deleting and Destroying Data
and Devices

1. Description

1.1. Introduction

The deletion and destruction of data and devices is a fundamental part of the lifecycle of
information on storage media. In this module, the term "storage media" refers to analogue
storage media such as paper or films, as well as digital storage media such as hard disks, SSDs,
or CDs.

If storage media are discarded, the information contained on them could be disclosed if the
media have not been securely deleted or completely destroyed. In addition to clients and
servers, this can affect all IT systems (including IoT devices such as smart TVs) that
purportedly only store insignificant information. IoT devices are often connected via a WLAN
and store the access data this requires. This can be sensitive data that should not be disclosed
to unauthorised persons.

Ordinary deletion processes based on operating system functions do not usually delete
information in a secure way that prevents the data from being reconstructed. Special
procedures are therefore required to securely delete information. However, storage media can
only be deleted securely and effectively in their entirety, and this is usually only possible to a
limited extent with individual files.

In addition, there are legal provisions (such as the German Commercial Code or data
protection laws) that have far-reaching consequences for the deletion and destruction of
documents. On the one hand, such laws call for retention periods that prohibit the early
deletion of business transactions, balance sheets, or contracts, for example. On the other, legal
entitlements to the secure and prompt deletion of data result from these legal provisions
when, for example, personal data is affected.



1.2. Objective

This module describes how information in organisations can be securely deleted and
destroyed and how a corresponding holistic concept can be created.

1.3. Scoping and Modelling

Module CON.6 Deleting and Destroying Data and Devices must be applied once to the entire
information domain under consideration. It includes general process-related, technical, and
organisational requirements for deletion and destruction. This module only covers the secure
deletion and destruction of complete storage media, as the secure deletion of individual files is
usually only possible to a limited extent.

2. Threat Landscape

For module CON.6 Deleting and Destroying Data and Devices, the following specific threats and
vulnerabilities are of particular importance:

2.1. Non-Existent or Insufficiently Documented Regulations for
Deletion and Destruction

If there are no secure processes and procedures for deleting and destroying information and
storage media (or they are not used correctly), there is no guarantee that confidential
information will be securely deleted or destroyed. It is therefore impossible to foresee where
this information will end up and whether it will be accessible to third parties. This danger is
particularly high in the case of digital media and IT systems that are to be discarded, as it is not
always immediately apparent what (residual) information is on them. This information can be
read by unauthorised third parties. If it is particularly sensitive information, such as trade
secrets or sensitive personal data within the meaning of Article 9 of the GDPR, this can result
in high fines.

2.2. Loss of Confidentiality due to Residual Information on Storage
Media

Most standard applications and operating systems do not delete data in a secure way that is
completely irreversible. Only the references to the file are removed from the administration
information of the file system and the blocks that belong to the file are marked as free.
However, the actual content of the blocks on the storage medium is retained and can be
reconstructed with appropriate tools. This can enable attackers to access the files, such as
when storage media are handed over to third parties or disposed of inappropriately.
Confidential information may thus fall into the hands of unauthorised parties.

Swap files, swap partitions, and files for hibernation mode sometimes also contain
confidential data such as passwords or cryptographic keys. However, this data and its contents
are often not protected. They can be read, for example, if storage media are removed and
reinstalled in another IT system.



The live operation of many applications also produces files not required for production
environments, such as browser histories. These files can include security-relevant
information, as well. If swap files or temporary files are not securely deleted, sensitive
information, passwords, and keys can be misused by unauthorised parties to gain access to
further IT systems and data, obtain a competitive edge on the market, or spy on the behaviour
of users in a targeted manner.

2.3. Inappropriate Involvement of External Service Providers in the
Deletion and Destruction Process

When storage media are deleted or destroyed by external service providers, the information
on them could be exposed if there is not sufficient regulation on how the external service
provider is integrated into the process of deletion and destruction.

For example, attackers could steal storage media from inadequately secured collection points
or gain access to residual information if a service provider does not delete or destroy the
storage media with a sufficient level of security.

2.4. Inappropriate Handling of Defective Storage Media or IT Devices

If a storage medium is defective, it does not necessarily mean that the data on it is irreversibly
damaged. In many cases, the data (or at least parts of it) can be recovered with special tools. If
defective storage media or IT devices are simply disposed of without deleting or destroying the
data on them, this data could be disclosed during the disposal process.

The data on defective storage media could also be disclosed in the course of repairs or
warranty claims. Imagine, for example, that an organisation sends a defective hard disk back to
the manufacturer under a warranty claim. They detects a defect in the controller and replace
the defective model with a new one for the customer. At the time the defective controller is
replaced by a new one, the originally defective hard disk is only quickly and thus insecurely
deleted. The hard disk is then returned to the market. In this process, sensitive information
can be disclosed throughout the entire process, as it is still on the original hard disk.

3. Requirements

The specific requirements of module CON.6 Deleting and Destroying Data and Devices are
listed below. As a matter of principle, the Chief Information Security Officer (CISO) is
responsible for ensuring that all requirements are met and verified according to the agreed
security concept. There can be additional roles with further responsibilities for the
implementation of requirements. They are listed explicitly in square brackets in the header of
the respective requirements.

Responsibilities Roles

Overall responsibility |Chief Information Security Officer (CISO)

Further Employee, Process Owner, Data Protection Officer, Central
responsibilities Administration, IT Operation Department




3.1. Basic Requirements

For module CON.6 Deleting and Destroying Data and Devices, the following requirements
MUST be implemented as a matter of priority:

CON.6.A1 Regulations for Deleting or Destroying Information [Central
Administration, Process Owner, Data Protection Officer, IT Operation
Department] (B)

An organisation MUST regulate the deletion and destruction of information. In doing so, the
Process Owners for each specialised procedure or business process MUST specify which
information must be deleted and disposed of under which conditions.

They MUST consider legal provisions that:

e define the minimum retention periods

e guarantee the maximum retention periods and the right to the secure deletion of personal
data

If personal data is involved, the regulations for deleting and destroying personal data MUST be
coordinated with the Data Protection Officer.

The deletion and destruction of information MUST be regulated for specialised procedures,
business processes, and IT systems before they are used productively.

CON.6.A2 Proper Deletion and Destruction of Sensitive Resources and
Information (B)

Sensitive information and storage media MUST be securely deleted or destroyed prior to
disposal. The process for this MUST be clearly regulated. Individual employees MUST be
informed of the tasks they need to perform for secure deletion and destruction. The process
for deleting and destroying storage media MUST also take account of backups when necessary.

The location of destruction facilities on an organisation's premises MUST be clearly regulated.
In this regard, it MUST be considered that information and resources may be collected first
and only deleted or destroyed later. A central collection point of this kind MUST be protected
against unauthorised access.

CON.6.A11 Deletion and Destruction of Storage Media by External Service
Providers (B)

If external service providers are commissioned, the process for deletion and destruction MUST
be sufficiently secure and transparent. The procedures used by an external service provider for
secure deletion and destruction MUST at least meet the corresponding organisation’s internal
requirements for deletion and destruction procedures.

Those commissioned with deletion and destruction SHOULD be regularly audited to ensure
that their operations are still proceeding correctly.



CON.6.A12 Minimum Requirements for Deletion and Destruction Procedures
(B)

An organisation MUST implement the following minimum procedures for deleting and
destroying sensitive storage media. These procedures SHOULD be reviewed and adapted as
necessary, depending on the protection needs of the data being processed.

e Rewritable digital media that are not encrypted during use MUST be completely
overwritten with a data stream of random values (e.g. a PRNG stream).

e If encrypted digital media are used, they MUST be erased through secure deletion of the
corresponding key in compliance with the respective crypto concept.

e Optical storage media MUST be destroyed in accordance with security level O-3 (at
minimum) as defined in ISO/IEC 21964-2.

e Smartphones and other smart devices SHOULD be encrypted in line with the crypto
concept in question. Smartphones and other smart devices MUST be reset to factory
settings. The setup process SHOULD then be carried out to complete the deletion.

e [oT devices MUST be reset to factory settings. All the credentials stored in such devices
MUST then be changed.

e Paper MUST be destroyed in accordance with security level P-3 (at minimum) as defined in
ISO/IEC 21964-2.

e Storage media integrated in other devices MUST be securely erased via the devices'
integrated functions. If this is not possible, the mass storage components MUST be
removed and either securely erased like conventional digital media from a separate IT
system, or destroyed in accordance with security level E-3 or H-3 (at minimum) as
specified in ISO/IEC 21964-2.

3.2. Standard Requirements

For module CON.6 Deleting and Destroying Data and Devices, the following requirements
correspond to the state-of-the-art technology together with the Basic Requirements. They
SHOULD be met as a matter of principle.

CON.6.A3 ELIMINATED (S)

This requirement has been eliminated.

CON.6.A4 Selecting Suitable Methods for Deleting or Destroying Storage
Media (S)

An organisation SHOULD verify that the minimum requirements for deletion and destruction
procedures (see CON.6.A12 Minimum Requirements for Deletion and Destruction Procedures) are
sufficiently secure for the media and information actually used. Based on its findings, the
organisation SHOULD determine appropriate procedures for deletion and destruction of each
storage media.

For all the types of storage media the organisation uses and deletes or destroys itself, there
SHOULD be suitable devices and tools with which the responsible employees can delete or
destroy stored information. The selected procedures SHOULD be known to all the employees
responsible.



The organisation SHOULD regularly check that the selected methods still correspond to the
state of the art and are sufficiently secure for its purposes.

CON.6.A5 ELIMINATED (S)

This requirement has been eliminated.

CON.6.A6 ELIMINATED (S)

This requirement has been eliminated.

CON.6.A7 ELIMINATED (S)

This requirement has been eliminated.

CON.6.A8 Creating a Policy for Deleting and Destroying Information
[Employee, IT Operation Department, Data Protection Officer] (S)

An organisation SHOULD document its regulations regarding deletion and destruction in a
policy. The policy SHOULD be known to all the relevant employees of the organisation and
represent the basis for their actions and work. In terms of its content, the policy SHOULD
include all employed storage media, applications, IT systems, and other resources and
information that are subject to deletion and destruction. Employee compliance with the policy
SHOULD be checked regularly and at random. The policy SHOULD be updated at regular
intervals.

CON.6.A9 ELIMINATED (S)

This requirement has been eliminated.

CON.6.A13 Destruction of Defective Digital Storage Media (S)

If, due to a defect, digital storage media containing sensitive information cannot be securely
deleted in accordance with the applicable procedures for deleting storage media, they
SHOULD be destroyed in accordance with security level 3 (at minimum) of ISO/IEC 21964-2.

In the event that defective storage media are replaced or repaired instead, it SHOULD be
contractually agreed with the service provider contracted for this purpose that these media
will be securely deleted or destroyed by the service provider. The service provider's procedures
SHOULD at least meet the organisation's internal requirements for deletion and destruction
procedures.

3.3. Requirements in Case of Increased Protection Needs

Generic suggestions for module CON.6 Deleting and Destroying Data and Devices are listed
below for requirements which go beyond the standard level of protection. These SHOULD be
taken into account IN THE EVENT OF INCREASED PROTECTION NEEDS. Final specification
is performed within a risk analysis.

CON.6.A10 ELIMINATED (H)

This requirement has been eliminated.



CON.6.A14 Destruction of Storage Media at Increased Security Levels (H)

The organisation SHOULD determine the required security level for the destruction of data
media in accordance with ISO/IEC 21964-1, based on the protection needs of the data media to
be destroyed. The media SHOULD be destroyed in accordance with the assigned security level
outlined in ISO/IEC 21964-2.

4. Additional Information

4.1. Useful Resources

In the ISO/IEC 27001:2013 standard (annex A, “A.8.3 Media handling”), the International
Organization for Standardization (ISO) provides guidelines for the handling of media and
information, including on deletion and destruction.

The ISO has also produced publications on the destruction of storage media in the series of
standards ISO/IEC 21964 (“Information technology - Destruction of data carriers”), which
builds on the standard DIN 66399 ("Office and data technology - Destruction of data carriers”):

e Part 1: Principles and definitions
e Part 2: Requirements for equipment for destruction of data carriers
e Part 3: Process of destruction of data carriers

The National Institute of Standards and Technology provides guidelines for deletion and
destruction in NIST Special Publication 800-88, “Guidelines for Media Sanitization”.

5. Appendix: Cross-Reference Table
for Elementary Threats

This cross-reference table lists the Elementary Threats with which the requirements of this
module are associated. This table can be used to determine which Elementary Threats are
covered by which requirements. Implementing the security safeguards derived from the
requirements will help mitigate the corresponding Elementary Threats. The letters in the
second column (C = confidentiality, I = integrity, A = availability) indicate which key security
objectives are primarily addressed by each requirement. The following Elementary Threats are
relevant for module CON.6 Deleting and Destroying Data and Devices.

G 0.16 Theft of Devices, Storage Media and Documents
G 0.18 Poor Planning or Lack of Adaptation
G 0.19 Disclosure of Sensitive Information

G 0.24 Destruction of Devices or Storage Media
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CON.7 Information Security on
Trips Abroad

1. Description

1.1. Introduction

Work-related travel is now part of everyday life in many organisations. To be able to continue
working outside the normal work environment, people need to travel with both hard-copy
documents and information technology such as laptops, smartphones, tablets, removable hard
drives, or USB pen drives. For business trips, particularly those abroad, there are a multitude of
threats and risks to information security that do not exist during normal business operations.

Each trip must be assessed separately since there is always a different threat level—depending
on the combination of the purpose of the trip (e.g. a business meeting, conference, congress, or
seminar), the duration, and the destination—which also affects the protection of business-
critical information.

The threat landscape is particularly critical when travelling due to factors such as public
networks that are not under the control of a given employee's organisation. This means that
risks the organisation has already addressed may become relevant again. Depending on the
destination country, the risks one faces on foreign trips is also often significantly higher than
on domestic trips.

When employees are constantly travelling to different destinations with varying regulatory
and legal requirements, it is not always easy to protect operational information. Legal
requirements and border control checks can become stricter, for example, and thereby affect
the preservation of data confidentiality. This leads to special information security
requirements that depend on the type and duration of a given trip, as well as the destination.
Specific political, societal, religious, geographical, climatic, legal, and regulatory considerations
play a significant role in this regard.



1.2. Objective

This module describes ways to protect the confidentiality, integrity, and availability of all
types of information which is taken on trips abroad, whether in electronic or physical form.
The confidential information all travelling employees take with them in the form of
knowledge is also the subject of this module. Furthermore, it outlines appropriate regulations
and safeguards for handling sensitive information and data when travelling abroad. Areas to
consider include basic framework conditions relating to IT, data protection and the law.

This module highlights the risks and requirements of specific scenarios that are directly
related to the secure use of information technology, information, and devices when travelling
abroad.

It is designed to be used by the persons in charge in an organisation as a guide to establishing
appropriate security safeguards in the context of information security on such trips. It
indicates the fundamental principles that should be taken into account in this regard. Many of
these threats also apply when travelling domestically or, more fundamentally, when
processing information in environments that are not under the control of the organisation in
question.

1.3. Scoping and Modelling

Module CON.7 Information Security on Trips Abroad must be applied once to the information
domain under consideration if employees are to carry or process sensitive information when
travelling or temporarily working abroad.

The module encompasses the fundamental requirements which contribute to the appropriate
protection of information on such trips. Protecting the confidentiality and integrity of
sensitive information is just as important in this regard as it is at an organisation’s
headquarters.

Threats and requirements relating to the local information domain in question are not taken
into consideration here.

Since the process-related, technical, and organisational requirements that are specific to
working while travelling are the focus of module CON.7 Information Security on Trips Abroad,
the requirements in the layers NET Networks and Communication, SYS IT Systems, and APP
Applications are not considered. All the necessary modules, especially SYS.2.1 General Client,
NET.3.3 VPN and SYS.3.2.2 Mobile Device Management (MDM), must be considered separately.

The requirements of modules INF.9 Mobile Workplace and OPS.1.2.4 Teleworking, which cover
similar topics, should also be considered and implemented.

The present module also overlaps with other modules and topic areas that are not taken into
consideration here, including:

o fulfilment of data protection requirements

e preventive measures for the protection of information (including technical demands
placed on portable IT systems with regard to emission or eavesdropping protection, for
example)



e personal security

2. Threat Landscape

For module CON.7 Information Security on Trips Abroad, the following specific threats and
vulnerabilities are of particular importance.

2.1. Eavesdropping and Spying on Information/Industrial Espionage

Espionage refers to attacks that aim to collect, evaluate, and process information about
organisations, people, products, or other target objects. Particularly when travelling abroad,
there are unknown sources of risk which an organisation's efforts at information security
management cannot influence. As a general rule, foreign spaces and IT environments present
many risks stemming from targeted eavesdropping on in-person discussions, communication
lines, phone conversations and data transmissions. Particularly when abroad, this can be
problematic and difficult to assess for travellers with regard to the legal options available in
such cases.

Threats can affect both public spaces and rooms and circumstances in other organisations, as
well as the offices of an organisation's own representatives abroad. Devices such as mobile
phones can also be used to record or listen to conversations unnoticed. In addition, many IT
systems come equipped with a microphone and camera, which can be accessed and then
exploited.

Furthermore, there may be restrictions when entering or leaving certain countries which
override or contradict the regulatory provisions of an employee's country of origin and the
security requirements of the corresponding organisation. Access to data stored on notebooks
and other portable IT systems can be requested, for example. This can allow confidential and
personal data to be viewed and even copied and saved to some extent. Since this information
may include things like strategy papers or strictly confidential drafts from an organisation,
potential misuse must always be anticipated in the event of inspection (industrial espionage).

When travelling abroad, there are risks beyond information being intercepted in a technically
complex manner. Sensitive data can often simply be spied on using optical, acoustic, or
electronic methods since the standards one is used to with regard to information security
regulations can not be expected in many cases. Among other factors, this relates to the general
security level in a country and the local circumstances that a traveller cannot avoid.

2.2. Disclosure and Misuse of Sensitive Information (Electronic and
Physical)

When information is exchanged, sensitive information can be unintentionally transmitted
alongside what was intended. This can happen when information is sent electronically, during
a telephone call, or when storage media are handed over in person. When travelling abroad,
the secure exchange of information is sometimes made even more difficult by surrounding
circumstances that are technically insecure. In addition, business travellers may leave



confidential documents in both physical and electronic form lying visible in public places or in
hotel rooms due to carelessness.

Communicating with unknown IT systems and networks always poses a potential threat to a
traveller's own end devices. This can allow confidential information to be copied, for example.

Meanwhile, foreign storage media can also contain malware. This carries the risk that
important data could be stolen, manipulated, encrypted, or erased. At the same time, the
integrity and availability of IT systems may also be impaired. This is exacerbated by the fact
that data exchanges abroad often occur via insecure media. However, employees are not
always aware of this important aspect.

2.3. Use of False Identities

Communication while travelling involves the increased risk that attackers may try to fake an
identity (both in person and electronically) or assume an authorised identity, such as through
disguises, spoofing methods, hijacking, or man-in-the-middle attacks. Users can be deceived
about their communication partner’s identity to the point that they disclose sensitive
information. Attackers can obtain a false digital identity by spying on a user ID and password,
manipulating the sender field of a message, or manipulating an online address, for example.

Employees do not always know foreign business partners personally. If an employee trusts a
stranger who introduces themselves as a particular business partner and has background
knowledge that person would have, the employee may pass on valuable information. In
reality, however, it could be a fraudster posing as the business partner.

Security requirements in terms of confidentiality and integrity can never be fully met in
buildings that do not belong to an organisation, especially in foreign countries. There is always
aresidual risk that even equipment that would normally be classified as secure could be
tampered with. This includes, for example, the use of caller ID on a telephone or the ID of a fax
sender to fake an identity and obtain information.

2.4. Lack of Security Awareness and Carelessness in Handling
Information

Although organisational regulations and technical security procedures for portable IT systems
and mobile storage media exist in organisations, they are often not sufficiently observed and
implemented by employees. Mobile storage media are frequently left unattended in meeting
rooms or even on trains, for example.

In addition, gifts in the form of storage media (such as USB pen drives) can be accepted by
employees and indiscriminately connected to their own laptops. This carries the risk that a
laptop will be infected with malware, which could lead to sensitive data being stolen,
manipulated, or encrypted.

On public transport or even during business meals, people can often be observed conducting
open conversations about business-critical information. This can easily be overheard by
outsiders and potentially used to seriously disadvantage the employee or their organisation.



2.5. Violation of Local Laws or Regulations

When travelling abroad, differing laws and regulations in the destination country should be
given particular consideration, as they can be very different from the legal situation in one's
country of origin. Relevant laws and regulations in destination countries (e.g. concerning data
protection, information requirements, liability, or information access for third parties) are
often unknown or incorrectly assessed by travellers. As a result, a multitude of laws can be
violated not just abroad, but also at home—for example, if personal data concerning domestic
customers is transmitted without protection over public networks while on a business trip
abroad.

2.6. Coercion, Extortion, Hijacking, and Corruption

There are often other security risks resulting from political and social circumstances abroad.
The security of information, and also of travellers themselves, can be endangered through
coercion, extortion, or hijacking while travelling in foreign countries. For example, employees
could be threatened with violence to force them to hand over sensitive data. In the process,
they may be forced to circumvent or disregard security policies and safeguards. The focus here
is often on high-level managers or employees who enjoy a particular position of trust.

Attackers predominantly aim to steal or manipulate sensitive information in order to interfere
with business processes or to enrich themselves and others. Attackers are often driven by
political, ideological, and financial goals.

In addition to the threat of violence, there is also the possibility of bribery or corruption:
Travellers may be offered money or other benefits in order to persuade them to hand over
confidential information to unauthorised persons or commit other security breaches.

In general, coercion, extortion, kidnapping, and corruption disrupt or undermine information
security regulations.

2.7. Information from Unreliable Sources

While working abroad, travellers can be sent false or misleading information in order to
deceive them. This deception may result in incorrect statements being incorporated into
business-critical reports. Amongst other things, this may lead to business-relevant
information being based on false data, calculations providing incorrect results, and wrong
decisions being taken as a result.

2.8. Theft or Loss of Devices, Storage Media, and Documents

Particularly on trips abroad, mobile devices can easily be lost or stolen. The smaller and more
popular these devices are, the higher the risk of theft. Alongside the purely material damage
resulting from the immediate loss of a mobile device, the publication of sensitive data (e.g. e-
mails, notes, or addresses from meetings) can lead to additional financial damage. This can also
damage an organisation's reputation.



3. Requirements

The specific requirements of module CON.7 Information Security on Trips Abroad are listed
below. As a matter of principle, the Chief Information Security Officer (CISO) is responsible for
ensuring that all requirements are met and verified according to the agreed security concept.
There can be additional roles with further responsibilities for the implementation of
requirements. They are listed explicitly in square brackets in the header of the respective
requirements.

Responsibilities Roles

Overall responsibility |Chief Information Security Officer (CISO)

Further User, IT Operation Department, Human Resources Department
responsibilities

3.1. Basic Requirements

For module CON.7 Information Security on Trips Abroad, the following requirements MUST be
implemented as a matter of priority:

CON.7.A1 Security Policy for Information Security on Trips Abroad

All aspects which are relevant to information security in connection with working abroad
MUST be considered and regulated. The security safeguards taken in this regard MUST be
documented in an information security policy for trips abroad. The security policy or an
instruction leaflet detailing the security safeguards to be observed MUST be handed out to
employees who work in different countries.

In addition, a security concept for handling portable IT systems on trips abroad MUST be
established that describes all the security requirements and safeguards in sufficient detail. The
implementation of the security concept MUST be checked at regular intervals.

CON.7.A2 Raising Employee Awareness of Information Security When
Travelling Abroad (B)

Users MUST be made aware of and receive training in the responsible handling of information
technology and portable IT systems on trips abroad. Users MUST be aware of the threats that
can arise from inappropriate handling of information, improper destruction of data and
storage media, or malware and insecure data exchanges. The limits of the security safeguards
in use MUST also be demonstrated. Users MUST be empowered and encouraged to prevent
loss or theft or to seek professional advice in case of inconsistencies. In addition, the legal
requirements for individual destinations in relation to travel security SHOULD be emphasised
to employees. The Chief Information Security Officer MUST keep abreast of legal
requirements in the context of information security (e.g. data protection, IT security law) and
raise employee awareness in this regard.



CON.7.A3 Identification of Country-Specific Regulations, Travel Conditions
and Environmental Conditions [Human Resource Department]

Prior to travel, the applicable regulations of each country MUST be reviewed by the respective
organisation's information security managers or Human Resources Department and
communicated to the relevant staff.

The organisation MUST establish, implement, and communicate appropriate policies and
safeguards that enable the adequate protection of internal data. Individual travel- and
environmental conditions MUST be taken into account.

Before the beginning of a trip, employees MUST also familiarise themselves with the climatic
conditions in the destination country and determine the protective safeguards they require for
themselves (e.g. vaccinations) and the information technology they plan to take.

CON.7.A4 Use of Privacy Screens [User] (B)

Particularly when abroad, users MUST ensure that no sensitive information can be spied on
when they are working on mobile devices. To this end, appropriate privacy screens which
cover the entire screen of each device and thwart information espionage MUST be used.

CON.7.A5 Use of Screen/Code Locking [User] (B)

A screen or code lock that prevents third parties from accessing mobile device data MUST be
used. The user MUST employ an appropriate code or a secure device password for this
purpose. Screen locking MUST automatically activate after a short period of inactivity.

CON.7.A6 Prompt Reporting of a Loss [User]

Employees MUST report any loss or theft of information, IT systems, or storage media to their
organisation immediately. To this end, there MUST be clear reporting channels and contact
persons within the organisation. The organisation MUST evaluate the possible impacts of the
loss and take appropriate countermeasures.

CON.7.A7 Secure Remote Access to an Organisation's Network [IT Operation
Department, User] (B)

In order to allow secure remote access to an organisation’s network for employees on trips
abroad, the IT Operation Department MUST set up secure remote access (e.g. via a virtual
private network, VPN) in advance. VPN access MUST be cryptographically secured. In
addition, users MUST have sufficiently secure access data to successfully authenticate
themselves on their end devices and their organisation's network. Employees MUST use secure
remote access for all communications which are possible in this context. Care MUST be taken
to ensure that only authorised persons can access IT systems which have remote access. To the
greatest extent possible, mobile IT systems MUST be protected against direct access to the
Internet by a restrictively configured personal firewall.

CON.7.A8 Secure Use of Public WLANSs [User] (B)

Whether or not mobile IT systems are allowed direct access to the Internet MUST always be
specified.



To access an organisation's network via publicly accessible WLANs, the user MUST use a VPN
or comparable security mechanisms (see CON.7.A7 Secure Remote Access and NET.2.2 WLAN
Usage). Security safeguards MUST also be taken when using WLAN hotspots (see also INF.9
Mobile Workplace).

CON.7.A9 Secure Handling of Mobile Storage Media [User] (B)

If mobile storage media are used, users MUST ensure in advance that they are not infected
with malware. Before passing on mobile storage media, users MUST also ensure that they do
not contain any sensitive information. If a storage medium is no longer used, it MUST be
securely deleted, especially if it is to be passed on to other persons. To this end, the storage
medium MUST be overwritten using a sufficiently secure method specified by the
organisation in question.

CON.7.A10 Encryption of Portable IT Systems and Storage Media [User, IT
Operation Department] (B)

To ensure that sensitive information cannot be accessed by unauthorised third parties,
employees MUST ensure that all sensitive information is secured in accordance with the
applicable internal policies before travelling. Mobile storage media and clients SHOULD be
encrypted by the user or the IT Operation Department prior to travel. The cryptographic keys
MUST be stored separately from encrypted devices. When encrypting data, the legal
regulations of the destination country SHOULD be observed. In particular, country-specific
laws on the issuance of passwords and the decryption of data SHOULD be considered.

CON.7.A12 Secure Destruction of Sensitive Materials and Documents [User] (B)

Organisations MUST present employees with options for appropriately and securely
destroying sensitive documents. Users MUST comply with these regulations. They MUST NOT
dispose of their organisation's internal records until they have been securely destroyed. If this
is not possible locally or it involves dealing with documents or storage media containing
particularly sensitive information, these items MUST be kept until the employee’s return from
business travel and then appropriately destroyed.

3.2. Standard Requirements

For module CON.7 Information Security on Trips Abroad, the following requirements
correspond to the state-of-the-art technology together with the Basic Requirements. They
SHOULD be met as a matter of principle.

CON.7.A11 Use of Anti-Theft Devices [User] (S)

To protect mobile IT systems outside their organisation, users SHOULD use anti-theft devices,
particularly in places where there is increased public traffic or high user fluctuation. The
procurement and usage criteria for anti-theft devices SHOULD be adapted to each
organisation’s processes and documented accordingly.

CON.7.A13 Transporting Necessary Data and Storage Media [User] (S)

Before beginning a trip, employees SHOULD check what data is not absolutely required on the
IT systems they are taking with them (notebook, tablet, smartphone, etc). Any data that does
not need to be left on a device SHOULD be securely deleted. However, if it is necessary to take



sensitive data on trips, this SHOULD only be done in encrypted form. In addition, the mobile
storage media that may be taken on trips abroad and the corresponding security measures that
should be taken into account (e.g. protection against malware, encryption of business-critical
data, storage of mobile storage media) SHOULD be established in writing. Employees SHOULD
know and follow these regulations before beginning a trip.

These security-related requirements SHOULD vary depending on the protection needs of the
data to be handled abroad and the data to be accessed.

CON.7.A14 Cryptographically Secured E-Mail Communication [User, IT
Operation Department] (S)

Employees SHOULD secure e-mail-based communications cryptographically in accordance
with their organisation’s internal provisions. E-mails SHOULD also be suitably encrypted or
digitally signed. Public IT systems, such as those in hotels or Internet cafés, SHOULD not be
used for accessing e-mails.

For communication via e-mail services (e.g. webmail), organisations SHOULD clarify in
advance what security mechanisms are implemented by the respective providers and whether
they satisfy its internal security requirements. These include, for example, secure server
operation, the establishment of an encrypted connection, and the duration of data storage.

3.3. Requirements in Case of Increased Protection Needs

Generic suggestions for module CON.7 Information Security on Trips Abroad are listed below
for requirements which go beyond the standard level of protection. These SHOULD be taken
into account IN THE EVENT OF INCREASED PROTECTION NEEDS. Final specification is
performed within a risk analysis.

CON.7.A15 Emission Security for Portable IT Systems (H)

Before the beginning of a trip, the protection needs of the particular information to be
handled on the employee’s mobile storage media or client while abroad SHOULD be
determined. The corresponding organisation SHOULD check whether the information to be
taken has a special need for protection and use low-radiation or radiation-proof storage media
and clients accordingly.

CON.7.A16 Protecting Integrity Using Checksums or Digital Signatures [User]
(H)

Users SHOULD use checksums to verify the integrity of data during transmission and backups.
To achieve an even better level of protection in safeguarding the integrity of sensitive
information, digital signatures SHOULD be used.

CON.7.A17 Use of Dedicated Travel Hardware [IT Operation Department] (H)

To ensure that an organisation's sensitive information cannot be accessed by third parties
while travelling abroad, the IT Operation Department SHOULD provide employees with pre-
configured travel hardware. On the basis of the minimum principle, this travel hardware
SHOULD only provide the functions and information which are absolutely necessary to
conduct business activities.



CON.7.A18 Restricted Authorisations on Trips Abroad [IT Operation
Department] (H)

Before the beginning of a trip, the authorisations the employee in question truly needs in
order to conduct their day-to-day business while abroad SHOULD be checked. To this end, the
option to have the IT Operation Department withdraw the employee's access rights for the

duration of the trip in order to prevent unauthorised access to information within the
organisation SHOULD be considered.

4. Additional Information

4.1. Useful resources

The “Initiative Wirtschaftsschutz” information portal provides further information on
security on business trips on its website (https://www.wirtschaftsschutz.info).

5. Appendix: Cross-Reference Table
for Elementary Threats

This cross-reference table lists the Elementary Threats with which the requirements of this
module are associated. This table can be used to determine which Elementary Threats are
covered by which requirements. Implementing the security safeguards derived from the
requirements will help mitigate the corresponding Elementary Threats. The letters in the
second column (C = confidentiality, I = integrity, A = availability) indicate which key security
objectives are primarily addressed by each requirement. The following Elementary Threats are
relevant for module CON.7 Information Security on Trips Abroad.

G 0.14 Interception of Information / Espionage

G 0.15 Eavesdropping

G 0.18 Poor Planning or Lack of Adaptation

G 0.19 Disclosure of Sensitive Information

G 0.20 Information or Products from an Unreliable Source
G 0.29 Violation of Laws or Regulations

G 0.31 Incorrect Use or Administration of Devices and Systems
G 0.35 Coercion, Blackmail or Corruption

G 0.36 Identity Theft

G 0.42 Social Engineering

G 0.16 Theft of Devices, Storage Media and Documents


https://www.wirtschaftsschutz.info/

G 0.17 Loss of Devices, Storage Media and Documents

G 0.30 Unauthorised Use or Administration of Devices and Systems
G 0.39 Malware

G 0.45 Data Loss

G 0.46 Loss of Integrity of Sensitive Information
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CON.8 Software Development

1. Description

1.1. Introduction

Many organisations face challenges they cannot adequately solve with ready-to-use software
products. They need software solutions that are adapted to their individual requirements.
Examples include highly specific software solutions for industry specialists (such as for
controlling production plants) or IT applications that are adapted to an organisation's business
processes (such as content management or identity management systems). That said, legacy
systems that are no longer maintained by the original manufacturer can also be custom-
developed for such purposes.

This individual software can be developed by an organisation itself or a third party. Software
development plays a central role in this process when program code is developed or adapted
to meet an organisation's requirements. It is essential that information security be taken into
account throughout the software development process and not just at a later stage. This is the
only way to guarantee the long-term information security of the resulting software solutions.

Software can be developed within the framework of traditional, self-contained projects or as a
continuous activity without a fixed end point. In both cases, project management tools are
often used in practice to coordinate and control software development. For this reason, the
term "project” is used more frequently in this module and no distinction is made between
project-based and continuous development, as the associated procedures and tools are similar.

1.2. Objective

This module deals with all the relevant security aspects that organisations must consider when
developing software. It covers how an organisation can prepare and execute software
development while identifying corresponding hazards and formulating requirements.

1.3. Scoping and Modelling

Module CON.8 Software Development must be applied once to each development project in the
information domain at hand.



Software is often developed in a client-contractor relationship. This is reflected in two
modules of IT-Grundschutz: APP.7 Development of Individual Software, which deals with the
client side, and CON.8 Software Development, which covers the contractor side. The present
module therefore covers the requirements to be met by contractors. The requirements
relevant to software development (functional and non-functional requirements, including for
secure procedures and security profiles) are dealt with from the client perspective within the
framework of module APP.7 Development of Individual Software.

The present module does not provide complete instructions or general procedures for
software development; instead, it focuses on the relevant aspects of information security in
connection with software development. The module also does not cover aspects of patch and
change management. For these subjects, please refer to module OPS.1.1.3 Patch and Change
Management.

The acceptance of software that is commissioned or developed in-house, as well as the tests
associated with this process, are covered in module OPS.1.1.6 Software Tests and Approvals.
Further aspects of testing in the context of software development are dealt with in this
module, CON.8 Software Development.

ORP.5 Compliance Management must also be considered, as it describes how legal and
organisation-internal requirements (and those pertaining to the customer) should be taken
into account.

If a software development process includes cryptographic aspects, the relevant requirements
from module CON.1 Crypto Concept must be considered.

2. Threat Landscape

Since the IT-Grundschutz modules cannot address individual information domains, typical
scenarios are used to demonstrate the threat landscape. For module CON.8 Software
Development, the following specific threats and vulnerabilities are of particular importance.

2.1. Selection of an Unsuitable Process Model

Process models make it possible to structure and plan software development by specifying
certain steps in a particular order. If an unsuitable process model is selected for software
development, the development process and the associated project can be significantly
disrupted. Depending on the characteristics of the chosen model and the extent of the
development project at hand, important aspects could be neglected or irrelevant aspects over-
emphasised. Both issues increase the project management workload and hinder productive
work.

Meanwhile, the decision to forgo a process model entirely increases the risk that relevant
aspects, especially those relating to information security, will not be considered appropriately
during software development. If relevant security functions are then not implemented or
tested at all, this may result in developed software that does not meet the security
requirements at hand.



2.2. Selection of an Unsuitable Development Environment

Urgent functions could be overlooked or implemented inadequately if an unsuitable
development environment is selected or each employee selects their own. Furthermore, an
unsuitable environment may present errors or weaknesses that can significantly disrupt
software development.

If no particular development environment is specified and selected, various developers may
work on the software using different tools of their own choosing, which could result in
compatibility problems. Different compilers could cause compatibility issues, for instance.

2.3. Inadequate Quality Assurance in the Development Process

Inadequate quality assurance during software development can delay a development project
or even cause it to fail altogether. Inadequate checks on the secure implementation of software
developed in-house can lead to vulnerabilities when it is deployed.

If quality assurance is not made an integral part of the development process, errors and
manipulations in the design or implementation of software may remain undetected. Particular
attention in this regard should be paid not only to components developed in-house, but to
external contributions from third parties and transferred components, as well.

2.4. Inadequate Documentation

Non-existent or insufficient software documentation in the conception or development phase
can lead to delays in diagnosing and remedying possible errors (if this is possible at all). If
development is inadequately documented, it also increases the work involved in updating,
adapting, or expanding the respective software later on.

If the administrator or user documentation is inadequate, the software could be managed or
operated incorrectly in a productive environment. This can, for example, disrupt IT
operations, create errors in work results, or delay workflows.

2.5. Inadequately Secured Use of Development Environments

Inadequate security in a development environment can allow for manipulation of the
software being produced. Such manipulations can then be difficult to detect afterwards.

If it is not known which users can and could access the development environment at a given
point in time, the software produced can be manipulated anonymously. If manipulations in

software are discovered, it may then be impossible to trace the user responsible under some

circumstances.

If the source code of a given project is not subject to adequate version management, it will not
be possible to track changes reliably or restore previous software versions that worked

properly.

If source code is insufficiently protected against accidental or intentional changes, it may be
partially or completely damaged and the work that has gone into it may be lost.



Failing to adequately protect source code and version management against data loss can lead
to various threats, regardless of whether the data loss is triggered by a technical defect or
human error (for example). It may not be possible to develop the software further because data
is missing entirely, or it may only be possible to use an outdated (and possibly faulty) interim
version at great expense.

2.6. Software Design Errors

The more extensive software becomes in terms of its range of functions, the more its program
code often grows along with it. If program code is not structured using appropriate safeguards
and not based on a suitable software architecture, it is usually very difficult to maintain.
Vulnerabilities can then only be addressed with difficulty and obsolete program parts can only
be replaced with a great deal of effort if, for example, the protection needs of the processed
data change and thereby affect the security requirements of the software in question.

Software design errors not only complicate the maintenance of software; they can also lead to
vulnerabilities and threats. If program code is not structured in a meaningful way and the
software architecture is not documented comprehensibly, it is very difficult to identify
conceptual errors in software tests. As a result, vulnerabilities can exist at almost any level of
the software.

In practice, software design errors often have historical roots. For example, legacy systems
may be used for tasks and environments for which they were not initially conceived. During
the development of very old applications, aspects such as maintainability and modifiability
may not have been considered as they would be in line with the current state of the art.

2.7. Inadequate Testing and Approval Procedures

If new software is not sufficiently tested and approved, potential errors cannot be detected. In
addition to endangering the productive use and information security of the software itself,
such errors may impact other applications and IT systems in the productive environment.

If security functions or basic security requirements are not tested, there is no guarantee that
the developed software will meet the security requirements of the organisation using it. As a
result, sensitive information could be disclosed, manipulated, or destroyed (e.g. by
unauthorised third parties who can access the software due to inadequate authentication
functions).

2.8. Software Testing with Production Data

If new software is tested with production data, unauthorised persons may be able to view
sensitive personal data or other confidential information.

If the software is tested with original production data rather than copies (e.g. in the case of
database systems), this can lead to even more extensive risks:

e In addition to confidentiality, software malfunctions during testing can lead to the
integrity or availability of the production data being compromised.



e Unintentional changes in production data can also result from software being tested or
operated incorrectly. These changes may not be identified quickly. Such errors can also
affect other IT applications that access the same data sets.

These circumstances are very often exacerbated because the focus lies not on protecting the
test data, but on whether the software behaves as intended during testing and meets the
requirements defined.

3. Requirements

The specific requirements of module CON.8 Software Development are listed below. The
Process Owner is responsible for ensuring that all requirements are met and verified according
to the agreed security concept. The CISO must always be involved in strategic decisions.

The IT-Grundschutz Compendium also defines additional roles to which appropriate
personnel should be assigned as required.

Responsibilities Roles

Overall responsibility Process Owner

Further responsibilities | Tester, Central Administration, IT Operation Department,
Developer

Exactly one role should have overall responsibility. There may also be further responsibilities. If
one of these additional roles is primarily responsible for the fulfilment of a requirement, this
role is listed in square brackets after the heading of the requirement.

3.1. Basic Requirements

For this module, the following requirements MUST be met as a matter of priority.

CON.8.A2 Selection of a Process Model (B)

A suitable process model MUST be defined for software development. Based on the process
model selected, a flow chart for software development MUST be created. In cases involving
commissioned development, the client's security requirements for the process MUST be
integrated into the process model.

The selected process model, including the specified security requirements, MUST be followed.
Staff SHOULD be trained in the methodology of the selected process model.

CON.8.A3 Selection of a Development Environment (B)

Alist of required and optional selection criteria for a development environment MUST be
provided by the Process Owner for software development. The development environment
MUST be selected based on the criteria specified.

CON.8.A4 ELIMINATED (B)

This requirement has been eliminated.



CON.8.A5 Secure System Design (B)

The following basic rules of secure system design MUST be considered in the software to be
developed:

e All input data MUST be checked and validated before further processing takes place.
e For client-server applications, the data MUST be validated on the server side.
e The software's default settings MUST be set to facilitate secure operation.

e Inthe event of errors in or failures of system components, sensitive information MUST
NOT be disclosed.

e [t MUST be possible to run the software with as few privileges as possible.

e Sensitive data MUST be transmitted and stored in encrypted form according to the
specifications of the crypto concept at hand.

e Trusted mechanisms that meet the security requirements of the application in question
MUST be used for user authentication and access.

e If passwords are stored for authentication, they MUST be stored using a secure hash
procedure.

e Security-relevant events MUST be logged in such a way that they can be evaluated
afterwards.

e Information that is not relevant for productive operation (e.g. comments with access
data for the development environment) SHOULD be removed in delivered program
code and configuration files.

The system design MUST be documented. It MUST be verified that the system design meets all
the relevant security requirements.

CON.8.A6 Use of External Libraries from Trusted Sources (B)

If external libraries are used as part of the development and implementation process, they
MUST be obtained from trusted sources. Before external libraries are used, their integrity
MUST be ensured.

CON.8.A7 Conducting Software Tests During Development [Tester,
Developer] (B)

Even before software is tested and approved in a corresponding process, software tests MUST
be performed and the source code checked for errors during development. The Process Owner
of the client or department that has commissioned the development SHOULD be involved.

The tests carried out during development MUST cover the functional and non-functional
requirements of the software. The software tests MUST include negative tests, as well. In
addition, all critical limits on input and data types MUST be checked.

Test data SHOULD be carefully selected and protected for this purpose. Furthermore,
automatic static-code analysis SHOULD be performed.

The software MUST be tested in a test and development environment that is separate from the
production environment. Furthermore, tests MUST be carried out to determine whether the
system requirements are sufficiently sized for the intended software.



CON.8.A8 Provision of Patches, Updates, and Changes [Developer] (B)

It MUST be ensured that security-critical patches and updates for developed software are
provided in a timely manner by the Developers. If security-critical updates are released for
external libraries in use, the Developers MUST adapt their software accordingly and provide
corresponding patches and updates.

The Developers MUST provide checksums or digital signatures for installation, update, and
patch files.

CON.8.A9 ELIMINATED (B)

This requirement has been eliminated.

CON.8.A10 Source Code Version Management [Developer] (B)

Development project source code MUST be managed by an appropriate version management
system. An organisation MUST regulate access to its version management system and define
when changes made to source code by Developers are to be stored as a separate version in the
system. [t MUST be ensured that all changes to source code can be tracked and reversed by
means of the version management system.

Version management MUST be included in the organisation's backup concept. Version
management MUST NOT take place without data backups.

CON.8.A20 Checking External Components (B)

Unknown external components (or program libraries) whose security cannot be ensured by
established and recognised peer reviews or comparable means MUST be checked for
vulnerabilities. All external components MUST be checked for potential conflicts.

The integrity of external components MUST be verified by checksums or cryptographic
certificates.

Furthermore, obsolete versions of external components SHOULD NOT be used in current
development projects.

3.2. Standard Requirements

Along with the Basic Requirements above, the following requirements correspond to the state-
of-the-art technology for this module. They SHOULD be met as a matter of principle.

CON.8.A1 Definition of Roles and Responsibilities [Central Administration]
(S)

One person SHOULD be assigned responsibility for the software development process. In
addition, the roles and responsibilities for all software development activities SHOULD be
defined. The roles SHOULD cover the following topics:

e Compliance management and change management
e Software design and architecture
e Information security in software development

e Software implementation in the areas relevant to the development project at hand



e Software testing

One person SHOULD be assigned responsibility for information security for each
development project.

CON.8.A11 Drawing Up a Policy for Software Development (S)

A software development policy SHOULD be created and kept up to date. In addition to naming
conventions, the policy SHOULD contain specifications for elements that may or may not be
used. The relevant requirements from this module SHOULD be included in the policy. The
policy SHOULD be binding for Developers.

CON.8.A12 Detailed Documentation (S)

Sufficient project, function, and interface documentation SHOULD be created and kept up to
date. Operational documentation SHOULD include specific security instructions for
administrators on the installation, configuration, and use of the product in question.

Software development SHOULD be documented in a manner that will enable a technical
expert to understand and develop the corresponding program code further. The
documentation SHOULD also include the software architecture and threat modelling.

Aspects related to documentation SHOULD be considered in the process models used for
software development.

CON.8.A13 ELIMINATED (S)

This requirement has been eliminated.

CON.8.A14 Training Development Teams on Information Security (S)

Developers and other members of a development team SHOULD be trained on general
information security aspects and the aspects specifically relevant to them, including:

e Requirements analysis

e Project management in general, as well as with regard to software development in
particular

e Risk management and threat modelling in software development
e Quality management and quality assurance

e Models and methods of software development

e Software architecture

e Software testing

e (Change management

e Information security, the security policies of the organisation in question, and security
aspects in special areas

CON.8.A15 ELIMINATED (S)

This requirement has been eliminated.



CON.8.A16 Appropriate Control of Software Development (S)

Software development SHOULD follow a suitable control or project management model based
on the selected process model. The control or project management model SHOULD be
integrated into the software development policy in question. In this regard, the required
personnel qualifications and the coverage of all relevant phases during the lifecycle of the
software SHOULD be considered in particular. A suitable system of risk management SHOULD
be established for the process model. Appropriate quality objectives SHOULD also be defined
for each development project.

CON.8.A21 Threat Modelling (S)

Threat modelling SHOULD be undertaken during the design phase of software development.
For this purpose, potential threats SHOULD be identified on the basis of the relevant security
profile, the catalogue of requirements, and the planned operational environment or
operational scenario. The threats SHOULD be assessed in terms of their probability and
impact.

CON.8.A22 Secure Software Design (S)

Software design SHOULD take into account the applicable requirements catalogue, the
security profile, and the results of threat modelling. As part of secure software design, a secure
software architecture SHOULD be assembled as the basis for developing the source code of the
application in question. Future standards and attack techniques SHOULD be taken into
account as far as possible so that the software to be developed can also be easily maintained in
the future.

3.3. Requirements in Case of Increased Protection Needs

The following section lists generic suggestions for this module with respect to requirements
that go beyond a level of protection based on the current state of the art. These SHOULD be
taken into account in the event of increased protection needs. Final specification is performed
within an individual risk analysis.

CON.8.A17 Selection of Trusted Development Tools (H)

Only tools with proven security properties SHOULD be used to develop software. Sufficient
requirements SHOULD be imposed on hardware or software manufacturers with regard to the
security of their tools.

CON.8.A18 Periodic Security Audits of the Development Environment (H)

Regular security audits SHOULD be performed on environments used for software
development and testing.

CON.8.A19 Regular Integrity Audits of the Development Environment [IT
Operation Department] (H)
The integrity of a development environment SHOULD be checked regularly with

cryptographic mechanisms in line with the current state of the art. The deployed test program
itself and its checksum files SHOULD be adequately protected against manipulation. A large



number of false positives SHOULD NOT be allowed to obscure important information that
indicates a loss of integrity.

4. Additional Information

4.1. Useful Resources

The International Organization for Standardization (ISO) sets requirements for software
development in the following standards, among others:

e ISO/IEC 27001:2013, appendix A.14.2, “Security in Development and Support
Processes”

e ISO/IEC 25000:2014, “Systems and Software Quality Requirements and Evaluation -
Guide to SQuaRE” (a general overview of the SQuaRE series of standards)

e ISO/IEC 25001:2014, “Planning and Management”

e ISO/IEC 25010:2011 "System and Software Quality Models" (requirements and
guidelines)

The Information Security Forum (ISF) sets out requirements for secure software development
in "The Standard of Good Practice for Information Security" (section "SD System
Development").

The National Institute of Standards and Technology provides requirements for secure system
design in Special Publication 800-160, "Systems Security Engineering, Considerations for a
Multidisciplinary Approach in the Engineering of Trustworthy Secure Systems".

The Special Interest Group "Process Models for Operational Application Development” of the
German Informatics Society provides an overview of current information on application
development in its publications.

Further information on threat modelling can be found in the scientific article "Threat
Modelling in Software Development". This article was published for the conference “Sicherheit
2010: Sicherheit, Schutz und Zuverlassigkeit” [Security 2010: Safety, Security, and Reliability]
of the German Informatics Society.

5. Appendix: Cross-Reference Table
for Elementary Threats

Every requirement in this module can be used to derive security safeguards. Implementing
these safeguards will help mitigate the Elementary Threats (GO) which are relevant for the
issue or target object at hand. In the cross-reference table, each requirement of this module is
mapped to the relevant Elementary Threat(s).

This cross-reference table can thus be used to determine which Elementary Threats are
covered by which requirements. The letters in the second column indicate which key security



objectives are primarily addressed by each requirement. These key security objectives are
confidentiality (C), integrity (I), and availability (A).

The following Elementary Threats are relevant for module CON.8 Software Development.
G 0.14 Interception of Information / Espionage

G 0.15 Eavesdropping

G 0.18 Poor Planning or Lack of Adaptation

G 0.19 Disclosure of Sensitive Information

G 0.20 Information or Products from an Unreliable Source

G 0.22 Manipulation of Information

G 0.23 Unauthorised Access to IT Systems

G 0.25 Failure of Devices or Systems

G 0.28 Software Vulnerabilities or Errors

G 0.29 Violation of Laws or Regulations

G 0.30 Unauthorised Use or Administration of Devices and Systems
G 0.31 Incorrect Use or Administration of Devices and Systems

G 0.32 Misuse of Authorisation

G 0.39 Malware

G 0.40 Denial of Service

G 0.41 Sabotage

G 0.46 Loss of Integrity of Sensitive Information
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CON.9 Information Exchange

1. Description

1.1. Introduction

Information is transmitted between senders and recipients through communication channels
as various as personal conversations, telephone calls, letters, removable media, and data
networks. Rules on the exchange of information ensure that confidential information is only
passed on to authorised persons. Such rules are particularly necessary when information is
transmitted via external data networks.

1.2. Objective

The objective of this module is to secure the exchange of information between various
communication partners. This module can help establish a concept for secure information
exchange.

1.3. Scoping and Modelling

Module CON.9 Information Exchange must be applied once to the entire information domain
under consideration if information is to be exchanged with communication partners outside
of the information domain.

The protection of network connections is dealt with in other modules of the IT-Grundschutz
Compendium; see layer NET Networks and Communication. Requirements for removable
media (see module SYS.4.5 Removable Media) and further processing in IT systems outside of
an information domain are not considered in this module.

2. Threat Landscape

For module CON.9 Information Exchange, the following specific threats and vulnerabilities are
of particular importance.



2.1. Delayed Availability of Information

The exchange of information can be disrupted, delayed, or interrupted.

If the technology used generates transmission errors, the transfer of information can be
delayed, incomplete, or processed too slowly. Under certain circumstances, the exchange of
information can come to a complete halt because interfaces or operating resources are not
powerful enough or fail for some other reason.

Business processes can be significantly impaired if required deadlines for the delivery of
information are not met. In extreme cases, contractually agreed deadlines can be violated if a
data transmission fails due to technical outages or human error.

2.2. Unregulated Forwarding of information

Sensitive information can fall into the hands of unauthorised persons.

If a confidentiality agreement is not concluded before information is exchanged, for example,
it will not be possible to control who receives and uses the information. The risk of data
misuse also increases if a confidentiality agreement is formulated in an imprecise or
incomplete way.

2.3. Sharing False or Internal Information

Sensitive information can be sent to unauthorised recipients.

Such sensitive information can inadvertently fall into the hands of unauthorised users if
employees are not sufficiently made aware of this danger and trained accordingly. For
example, storage media can be passed on that contain residual information such as
insufficiently deleted legacy data. Other residual information includes undeleted internal
comments that may be inadvertently transmitted to an external recipient in an electronic
document (e.g. as an e-mail attachment). In other cases, confidential documents can be
accidentally sent to the wrong recipient because there are no clear guidelines for handling
them.

2.4. Unauthorised Copying and Modification of Information

Attackers can intercept or influence information and data without being noticed.

They can also steal information if it is not sufficiently protected. For example, an attacker can
intercept storage media in the mail or read the contents of unprotected e-mails without being
noticed. An attacker can also modify unprotected information while it is being transmitted in
order to inject malware into files (for example).

2.5. Inadequate Application of Encryption Procedures

The protection of information during transmission using cryptographic procedures can be
undermined by attackers.



An attacker who knows the cryptographic method in use can intercept encrypted data and the
associated key if employees do not use the encryption method properly. Employees who have
not been sufficiently trained could, for example, send the key and data on the same data
medium. Keys that are too easy to guess are also often used.

3. Requirements

The specific requirements of module CON.9 Information Exchange are listed below. As a
matter of principle, the Chief Information Security officer (CISO) is responsible for fulfilling
the requirements. The Chief Information Security Officer (CISO) must always be involved in
strategic decisions. Furthermore, the CISO is responsible for ensuring that all requirements are
met and verified according to the security concept agreed upon. There can be additional roles
with further responsibilities for the implementation of requirements. They are listed explicitly
in square brackets in the header of the respective requirements.

Responsibilities Roles

Overall responsibility |Chief Information Security Officer (CISO)
Further Process Owner, User, Central Administration
responsibilities

3.1. Basic Requirements

For module CON.9 Information Exchange, the following requirements MUST be met as a
matter of priority:

CON.9.A1 Definition of Authorised Recipients [Central Administration, Users]
(B)

The Central Administration MUST ensure that the disclosure of information does not violate
any related legal frameworks.

The Central Administration MUST define which recipients are allowed to receive and share
which information. The channels through which the respective information may be
exchanged MUST be defined. Before exchanging information, each employee MUST ensure
that the recipient has the necessary authorisations to receive and process the information.

CON.9.A2 Regulating the Exchange of Information [Central Administration,
User] (B)

Before information is exchanged, the information owner MUST determine its level of
sensitivity. The information owner MUST determine how to protect the information during
transmission.

If sensitive information is being transmitted, the information owner MUST inform the
recipient about its level of sensitivity. If the information is sensitive, the information owner
MUST also inform the recipient that they may only use the information for the purpose for
which it was transmitted.




CON.9.A3 Instruction of Personnel on Exchanges of Information [Process
Owner] (B)

The Process Owner MUST inform all the relevant employees about the framework conditions
for each information exchange. The Process Owner MUST ensure that the employees know
what information they can pass on, as well as when, where, and how.

3.2. Standard Requirements

For module CON.9 Information Exchange, the following requirements correspond to the state-
of-the-art technology together with the Basic Requirements. They SHOULD be met as a
matter of principle.

CON.9.A4 Agreements on Exchanging Information with External Parties
[Central Administration] (S)

If information is regularly exchanged with other organisations, the organisation in question
SHOULD formally agree on a corresponding framework. This information exchange
agreement SHOULD include information on the protection of all confidential information.

CON.9.A5 Removal of Residual Information Prior to Sharing [User] (S)

In addition to general training, an organisation SHOULD inform its users about the dangers of
residual and additional information in documents and files. The users SHOULD be taught how
to avoid residual and additional information in documents and files.

The organisation SHOULD instruct each user on how to exclude unwanted residual
information from exchanges of information.

Users SHOULD check each file and document for undesired information before transferring
files. Users SHOULD remove unwanted residual information from documents and files.

CON.9.A6 Compatibility Checks on Sender and Recipient Systems (S)

Before exchanging information, the compatibility of the sender and receiver IT systems and
products SHOULD be checked.

CON.9.A7 Backup Copies of Transferred Data [User] (S)

Users SHOULD make a backup copy of transmitted information in case the information
cannot be restored from other sources.

CON.9.A8 Encryption and Digital Signatures (S)

An organisation SHOULD check whether information can be cryptographically secured
during an exchange. If information is to be cryptographically secured, sufficiently secure
procedures SHOULD be used for this purpose.

3.3. Requirements in Case of Increased Protection Needs

Generic suggestions for module CON.9 Information Exchange are listed below for
requirements which go beyond the standard level of protection. These SHOULD be taken into



account IN THE EVENT OF INCREASED PROTECTION NEEDS. Final specification is
performed within a risk analysis.

CON.9.A9 Confidentiality Agreements [Central Administration, User] (H)

Before disclosing confidential information to external parties, the user SHOULD inform the
Central Administration. The Central Administration SHOULD conclude a confidentiality
agreement with the recipients in question. The confidentiality agreement SHOULD regulate
how the information may be kept on the receiving side. The confidentiality agreement
SHOULD specify who on the receiving side may have access to which transmitted
information.

4. Additional Information

4.1. Useful Resources

The International Organization for Standardization (ISO) describes requirements for the
exchange of information in its standard ISO/IEC 27001:2013, section 13.2.

5. Appendix: Cross-Reference Table
for Elementary Threats

This cross-reference table lists the Elementary Threats with which the requirements of this
module are associated. This table can be used to determine which Elementary Threats are
covered by which requirements. Implementing the security safeguards derived from the
requirements will help mitigate the corresponding Elementary Threats. The letters in the
second column (C = confidentiality, I = integrity, A = availability) indicate which key security
objectives are primarily addressed by each requirement. The following Elementary Threats are
relevant for module CON.9 Information Exchange.

G 0.14 Interception of Information / Espionage
G 0.18 Poor Planning or Lack of Adaptation

G 0.19 Disclosure of Sensitive Information

G 0.22 Manipulation of Information

G 0.25 Failure of Devices or Systems

G 0.29 Violation of Laws or Regulations

G 0.45 Data Loss
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CON.10 Development of Web
Applications

1. Description

1.1. Introduction

Web applications provide users with particular functions and dynamic (changing) content. For
this purpose, web applications make documents and user interfaces available on a server (e.g.
in the form of input masks) and deliver them on request to corresponding programs on clients
such as web browsers. Web applications are usually developed on the basis of frameworks.
Frameworks are reusable program templates for frequently recurring tasks. Frameworks are
also available for security components.

Web applications must implement security mechanisms that ensure the protection of the
information they process and prevent it from being misused. Some typical security
components or mechanisms include authentication, authorisation, input validation, output
encoding, session management, error handling, and logging.

Developers must be familiar with the relevant security mechanisms of their web applications.
For this reason, the development process has a crucial influence on the security of software.

1.2. Objective

The aim of this module is to ensure the secure development of web applications and protect
the information they process.

1.3. Scoping and Modelling

This module must be applied to any development project involving web applications in a
given information domain.

It considers the specific hazards and requirements relevant to the development of web
applications. Requirements for the secure use of web applications are not considered here.
These can be found in module APP.3.1 Web Applications. General requirements for secure



software development are also not covered here. These are addressed in module CON.8
Software Development.

2. Threat Landscape

Since the IT-Grundschutz modules cannot address individual information domains, typical
scenarios are used to demonstrate the threat landscape. For module CON.10 Development of
Web Applications, the following specific threats and vulnerabilities are of particular
importance.

2.1. Bypassing Authorisations in Web Applications

Attackers often try to access functions or data of web applications which are only available to a
limited group of users. If authorisation is implemented improperly, in some circumstances an
attacker could obtain the authorisations of another user with more comprehensive rights and
thereby access protected areas and data. This can occur when an attacker deliberately
manipulates their own input data, for example.

2.2. Insufficient Input Validation and Output Encoding

If a web application processes unchecked input data, protection mechanisms could be
bypassed. This risk increases if the output data of the web application is transmitted at the
same time directly to the user's web browser, to the application calling the web application, or
to downstream IT systems without sufficient encoding. Such output data may contain
malicious code that will be interpreted or executed on the target systems. For example, an
attacker could enter JavaScript code as form data. This malicious code may then be
unintentionally executed by another user's IT system.

2.3. Insufficient Error Handling by Web Applications

If errors occur during the operation of a web application that are not handled correctly, this
can hinder both the operation of the application and the protection of its functions and data.
For example, an error can result in the web application no longer running correctly and no
longer being accessible to clients. In addition, tasks may not be completed fully, cached actions
and data may be lost, and security mechanisms may fail.

2.4. Insufficient Logging of Security-Relevant Events

If security-relevant events are insufficiently logged by a web application, security incidents
can be difficult to trace at a later date. This may make it impossible to ascertain the cause of a
given incident. For example, configuration errors can be overlooked if corresponding error
messages are not recorded in the log files. If logging is inadequate, vulnerabilities are also
difficult or impossible to detect and rectify.



2.5. Disclosure of Security-Relevant Information Through Web
Applications

Websites and data generated and delivered by a web application can contain information on
related background systems such as IT components and versions of frameworks. This
information can make it easier for an attacker to target the web application.

2.6. Misuse of a Web Application Due to Automated Use

If attackers use the functions of a web application in an automated way, they can perform
numerous processes in a short time. Using a repeated login process, an attacker can, for
example, attempt to determine valid combinations of user names and passwords (brute force)
or generate lists of valid user names (enumeration) if the web application returns information
about existing users. In addition, repeatedly calling up resource-intensive functions (e.g.
complex database queries) can be misused for denial-of-service attacks at the application level.

2.7. Inadequate Session Management in Web Applications

Inadequate session management can allow an attacker without special access rights to
determine the session ID of a user with extensive access rights. The attacker can then use this
ID to access protected functions and resources of the web application, such as in the form of a
session fixation attack. Here, the attacker first has the web application assign them a session ID
with restricted user rights. This ID is then transmitted to a legitimate user with higher access
rights (e.g. via a link in an e-mail). If the user with higher rights follows this link and
authenticates themselves to the web application under the attacker's session ID, the attacker
can then use the application with the full access rights of the legitimate user.

3. Requirements

The specific requirements of module CON.10 Development of Web Applications are listed
below. The CISO is responsible for ensuring that all requirements are met and verified
according to the agreed security concept. The CISO must always be involved in strategic
decisions.

The IT-Grundschutz Compendium also defines additional roles to which appropriate
personnel should be assigned as required.

Responsibilities Roles
Overall responsibility | Developer
Further None
responsibilities

Exactly one role should have overall responsibility. There may also be further responsibilities. If
one of these additional roles is primarily responsible for the fulfilment of a requirement, this
role is listed in square brackets after the heading of the requirement.



3.1. Basic Requirements

For module CON.10 Development of Web Applications, the following requirements MUST be
met as a matter of priority.

CON.10.A1 Authentication for Web Applications (B)

Developers MUST ensure that users securely and appropriately authenticate themselves to a
web application before they can access protected functions or content. An appropriate
authentication method MUST be selected. The selection process MUST be documented.

A central authentication component MUST be used. The central authentication component
SHOULD be used with established standard components (e.g. from frameworks or program
libraries). If a web application stores authentication data on a client, the user MUST be
explicitly informed about the risks of this function and consent to it (“opt-in”).

The web application MUST offer the option to set limits for failed login attempts. The web
application MUST inform users immediately if their password has been reset.

CON.10.A2 Access Control for Web Applications (B)

An authorisation component MUST be used by Developers to ensure that users can only
perform actions for which they are authorised. Every attempt to access protected content and
functions MUST be checked before being allowed.

The authorisation component MUST consider all the resources and content administered by a
web application. If the corresponding access control system is defective, access MUST be
denied. Access control MUST also be in place for URL calls and object references.

CON.10.A3 Secure Session Management (B)

Developers MUST ensure that session IDs are protected appropriately. Session IDs MUST be
generated randomly and with sufficient entropy. If the web application framework in use can
generate secure session IDs, the Developers MUST use this feature. The security-relevant
configuration options of the framework MUST be considered. If session IDs are transmitted
and stored by the clients, they MUST be transmitted with sufficient protection.

A web application MUST provide users with the option to expressly terminate an active
session. After a user has logged in, any existing session ID MUST be replaced by a new one.
Sessions MUST have a maximum validity period (timeout). Inactive sessions MUST
automatically expire after a specified period of time. After a session has become invalid, all the
session data MUST be rendered invalid and deleted.

CON.10.A4 Controlled Integration of Content in Web Applications (B)

Developers MUST ensure that a web application only integrates the intended content for
delivery to the user.

The destinations of the redirection function of a web application MUST be restricted
sufficiently so that users are only redirected to trustworthy websites. If a user is leaving a
trustworthy domain, the web application MUST inform them of this.



CON.10.A5 Upload Functions (B)

Developers MUST ensure that a user can only save files under the specified path. Developers
MUST ensure that a user cannot influence the storage location for uploads. Developers MUST
integrate functions into their web applications that allow operators of the applications to
configure uploads.

CON.10.A6 Protection Against Unauthorised Automated Use of Web
Applications (B)

Developers MUST implement security mechanisms that protect their web applications from
automated access. When implementing the security mechanisms, Developers MUST consider
how they affect the options available to authorised users.

CON.10.A7 Protection of Confidential Data (B)

Developers MUST ensure that confidential data is transferred from clients to servers using
only the HTTP post method.

Developers MUST use directives in web applications to ensure that no sensitive data is cached
on the client side. Developers MUST ensure that no confidential form data is displayed in plain
text in forms. A web application SHOULD prevent confidential data from being stored
unexpectedly by the web browser. All web application access data MUST be protected against
unauthorised access on the server side with the help of cryptographic algorithms (salted hash).
The files containing the source code of a web application MUST be protected against
unauthorised retrieval.

CON.10.A8 Comprehensive Input Validation and Output Encoding (B)

Developers MUST treat all data passed to a web application as potentially dangerous and filter
it appropriately. All input data, as well as data streams and secondary data (such as session IDs),
MUST be validated on the server side.

The automatic handling of erroneous input SHOULD be minimised (through sanitising) to the
greatest extent possible. If it is unavoidable, sanitising MUST be implemented securely.

Output data MUST be encoded so that malicious code is not interpreted or executed on the
target system.

CON.10.A9 Protection Against SQL Injections (B)

If data is passed to a database management system (DBMS), Developers MUST use stored
procedures or prepared SQL statements. If data is passed to a DBMS and neither stored
procedures nor prepared SQL statements are supported by the operational environment, SQL
queries MUST be secured separately.

CON.10.A10 Restrictive Disclosure of Security-Related Information (B)

Developers MUST ensure that webpages, responses, and error messages from web applications
do not contain information that would provide an attacker with insights into how to bypass
corresponding security mechanisms.



3.2. Standard Requirements

Along with the Basic Requirements above, the following requirements correspond to the state-
of-the-art technology for this module. They SHOULD be met as a matter of principle.

CON.10.A11 Software Architecture of a Web Application (S)

Developers SHOULD document the software architecture of their web applications along with
all their components and dependencies. The documentation SHOULD be updated and adapted
during the development process. The documentation SHOULD be designed so that it can be
used in the development phase and the decisions taken will be comprehensible. The
documentation SHOULD identify all the components necessary for operation that are not part
of the respective web application. The documentation SHOULD also describe which
components implement which security mechanisms, how the web application is to be
integrated into an existing infrastructure, and which cryptographic functions and procedures
are used.

CON.10.A12 Verification of Essential Changes (S)

If important settings are to be changed with an application, the Developers SHOULD ensure
that the changes are verified again by entering a password. If this is not possible, the web
application SHOULD ensure that users authenticate themselves by other appropriate means.
Users SHOULD be informed of changes via communication channels outside the web
application.

CON.10.A13 Error Handling (S)

If errors occur during the runtime of a web application, the Developers SHOULD ensure that
the application handles them in a way that enables it to remain in a consistent state.

The web application SHOULD log error messages. If an initiated action causes an error, the
web application SHOULD cancel that action. If an error occurs, the web application SHOULD
deny access to the resource or function being requested.

Previously reserved resources SHOULD be released within the framework of error handling.
Errors SHOULD be handled by the web application itself whenever possible.

CON.10.A14 Secure HTTP Configuration of Web Applications (S)

To protect against clickjacking, cross-site scripting, and other attacks, Developers SHOULD set
appropriate HTTP response headers. The following HTTP headers SHOULD be used at
minimum: Content-Security-Policy, Strict-Transport-Security, Content-Type, X-Content-
Type-Options, and Cache-Control. The HTTP headers used SHOULD be adapted to the web
application at hand. The HTTP headers used SHOULD be as restrictive as possible.

Cookies SHOULD always be set with the attributes secure, SameSite, and httponly.

CON.10.A15 Prevention of Cross-Site Request Forgery (S)

Developers SHOULD equip web applications with the security mechanisms required to
distinguish between users' intended page requests and unintentionally forwarded third-party
commands. At minimum, whether a secret token is required in addition to the session ID for
access to protected resources and functions SHOULD be checked.



CON.10.A16 Multi-Factor Authentication (S)

Developers SHOULD implement multi-factor authentication.

3.3. Requirements in Case of Increased Protection Needs

The following section lists generic suggestions for this module with respect to requirements
that go beyond a level of protection based on the current state of the art. These SHOULD be
taken into account in the event of increased protection needs. Final specification is performed
within an individual risk analysis.

CON.10.A17 Preventing Resources from Being Blocked (H)

As protection against denial-of-service (DoS) attacks, resource-intensive operations SHOULD
be avoided. Where resource-intensive operations are necessary, a particular effort SHOULD be
made to secure them. For web applications, potential overflows of log data SHOULD be
monitored and prevented.

CON.10.A18 Cryptographic Protection of Confidential Data (H)

Developers SHOULD ensure that a web application's confidential data is protected by secure
cryptographic algorithms.

4. Additional Information

4.1. Useful Resources

On its website, the Open Web Application Security Project provides guidance on securing web
applications.

The Federal Office for Information Security (BSI) provides guidance on the use of
cryptographic procedures in the document “Cryptographic Mechanisms: Recommendations
and Key Lengths: BSI TR-02102".

The Federal Office for Information Security (BSI) provides guidance on developing secure web
applications in the document “Entwicklung sicherer Webanwendungen” [Development of
Secure Web Applications].

The Federal Office for Information Security (BSI) provides companies with guidance on
developing secure web applications in “Leitfaden zur Entwicklung sicherer
Webanwendungen” [BSI Guide for the Development of Secure Web Applications].

5. Appendix: Cross-Reference Table
for Elementary Threats

Every requirement in this module can be used to derive security safeguards. Implementing
these safeguards will help mitigate the Elementary Threats (GO) which are relevant for the



issue or target object at hand. In the cross-reference table, each requirement of this module is
mapped to the relevant Elementary Threat(s).

This cross-reference table can thus be used to determine which Elementary Threats are
covered by which requirements. The letters in the second column indicate which key security
objectives are primarily addressed by each requirement. These key security objectives are
confidentiality (C), integrity (I), and availability (A).

The following Elementary Threats are relevant for module CON.10 Development of Web
Applications.

G 0.18 Poor Planning or Lack of Adaptation

G 0.28 Software Vulnerabilities or Errors
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OPS.1.1.2 Proper IT Administration

1. Description

1.1. Introduction

The ongoing administration of IT systems and components is fundamental to IT operations.
System administrators configure IT systems and applications, monitor operations, and take
measures in response to maintain the functionality and capability of their IT landscapes. They
also adapt IT systems to changed needs. In so doing, system administrators fulfil some tasks in
the field of security. Besides ensuring that IT systems remain available, they implement
security safeguards and monitor their effectiveness. To this end, they have comprehensive
authorisations, which is why it is very important for the security of an information domain
that system administration itself be protected against unauthorised access.

1.2. Objective

The objective of this module is to show how the security requirements of IT applications,
systems, and networks can be met by means of proper IT administration.

By implementing this module, an organisation can ensure that the activities required to secure
its information domain are performed properly and systematically in system administration.
At the same time, the organisation can react to the special threats that inevitably result from
working with administrative privileges and being able to access sensitive areas of the
organisation.

1.3. Scoping and Modelling

Module OPS.1.1.2 Proper IT Administration must be applied once to the entire information
domain under consideration.

This module covers the overarching requirements that the administration process itself must
fulfil. For the remote administration of IT systems using external interfaces, as well as for
remote maintenance performed by the respective manufacturers or suppliers on devices and
components, module OPS.1.2.5 Remote Maintenance should also be used.



The other modules of the OPS.1.1 Core IT Operation layer describe aspects of IT operations that
are also relevant alongside this module. They should thus also be considered and modelled as a
complement to this module.

The proper administration of users and rights is of particular relevance to the security of an
organisation. As a consequence, this subject is also addressed in a separate module (see ORP.4
Identity and Access Management).

The requirements described in this module must also be applied if administrative tasks are
performed on IT systems, applications, or platforms by third parties. Particular requirements
for such cases are also described in the modules OPS.2.1 Outsourcing for Customers and OPS.3.1
Outsourcing for Service Providers.

Module OPS.1.1.2 Proper IT Administration refers to normal operations. In exceptional
situations, particularly in the event of a possible IT attack and compromised IT systems,
deviating requirements must be observed that are described in the corresponding modules of
DER.2 Security Incident Management.

Aspects of patch and change management are not covered in this module either; they can be
found in module OPS.1.1.3 Patch and Change Management.

2. Threat Landscape

For module OPS.1.1.2 Proper IT Administration, the following specific threats and
vulnerabilities are of particular importance:

2.1. Failures Caused by Unspecified Responsibilities

If an IT operation department has not clearly regulated administrative responsibilities in areas
like planning, installation, documentation, or monitoring, it will not be possible to carry out
security-relevant tasks from these areas systematically (or at all). This is also the case if the
regulations are not known and understood by the employees involved. Some typical examples
involve the unclear delimitation of responsibilities between IT and telecommunications
technology, between office IT and production systems, or between application and platform
operations.

2.2. Shortage of Personnel with Core Competencies

Even administrators may be unexpectedly absent for extended periods of time. If they do not
have trained deputies, the continued orderly operation of the IT systems and applications they
support will not be guaranteed. Administrators sometimes build up very extensive detailed
knowledge about the IT systems and applications they oversee. This includes not only the
products and solutions used, but special features of their operational environment and the
specific configurations at hand. This knowledge enables administrators to quickly identify
errors and implement requirements more easily. However, it often also means that complex IT
systems and applications are administered by an individual person. If this person is absent,
their knowledge is no longer available to the respective organisation.



2.3. Misuse of Administrative Authorisations

Administrative authorisations allow for comprehensive access to confidential information like
documents, communications, and databases. Besides performing the tasks assigned to them,
administrators could use these comprehensive authorisations for their own purposes (or for
third parties). They might access personnel documents or colleagues' communication threads,
for example. Furthermore, third parties could pressure administrators or use other incentives
to enlist their help in accessing and misusing data or IT systems.

2.4. Inadequate Consideration of Administrative Tasks

The privileged system access granted to administrators is frequently the focus of attackers. If
administrative tasks are not performed properly, it becomes much easier to attack the
corresponding information domain. Negligence may cause errors in configuration, lead to
specified protective safeguards not being implemented sufficiently (if at all), or result in
failures to follow up on suspicious events. The reasons for this may include a lack of security
awareness, high time pressure, or a lack of processes and approaches, for example. This may
result in vulnerabilities that may be exploited by attackers.

2.5. Operational Disruptions

Administrative activities directly influence the operation of IT systems and applications. For
example, active user sessions may be interrupted when IT systems are restarted, or authorised
access may be prevented while firewall rules are being adapted. If such processes are
performed without taking into account the possible effects on users or coordinating the
processes with them, operations may be disrupted significantly.

2.6. Lack of Options for Investigating Incidents

Shortcomings regarding the documentation of IT operations or missing records may make it
impossible to investigate or clear up security incidents. Since it is often not immediately
apparent how an attack was carried out, how extensive it was, or how systems were
manipulated, appropriate investigations are first required to answer such questions. To make
this possible, however, the target state of IT systems prior to the security incident in question
must be documented and verifiable. It must also be possible to distinguish between proper and
unauthorised changes to IT systems on the basis of suitable records. If corresponding
information is not available, incidents can only be investigated with some degree of difficulty,
if doing so is feasible at all. In such cases, it is also not possible to provide any legally valid
evidence against the attackers.

3. Requirements

The specific requirements of module OPS.1.1.2 Proper IT Administration are listed below. As a
matter of principle, the IT Operation Department is responsible for fulfilling the requirements.
The Chief Information Security Officer (CISO) must always be involved in strategic decisions.
Furthermore, the CISO is responsible for ensuring that all requirements are met and verified



according to the security concept agreed upon. There can be additional roles with further
responsibilities for the implementation of requirements. They are listed explicitly in square
brackets in the header of the respective requirements.

Responsibilities Roles

Overall responsibility [IT Operation Department
Further Human Resources Department
responsibilities

3.1. Basic Requirements

For module OPS.1.1.2 Proper IT Administration, the following requirements MUST be met as a
matter of priority:

OPS.1.1.2.A1 ELIMINATED (B)

This requirement has been eliminated.

OPS.1.1.2.A2 Deputising Rules and Contingency Planning (B)

It MUST be ensured that only appointed deputies can access the IT systems to be supported.
Emergency users with administrative rights should be set up for emergencies.

OPS.1.1.2.A3 Controlled Hiring of IT Administrators (B)

If employees assume administrative tasks within an IT environment, they MUST be trained,
particularly in terms of the IT architecture and the IT systems and applications for which they
are responsible. Administrators MUST be made familiar with the security provisions that apply
in their organisation and are relevant to their work.

OPS.1.1.2.A4 Termination of IT Administration Duties [Human Resources
Department] (B)

If administrators are relieved of their tasks, all their assigned personal administration
credentials MUST be withdrawn. The passwords still known to employees who are being
relieved of duties MUST be checked and these passwords MUST be changed.

Furthermore, whether employees being relieved of their duties have been appointed as
contact persons for third parties (e.g. in contracts or as an Admin-C entry for Internet
domains) MUST be checked. If this is the case, new contact persons MUST be specified and the
third parties advised. The users of the IT systems and applications concerned MUST be
informed that the previous administrator has left.

OPS.1.1.2.A5 Verifying Administrative Tasks (B)

An organisation MUST be able to prove which administrator has carried out which
administrative activities at any time. For this purpose, each administrator SHOULD have their
own user ID. Administrator deputies SHOULD also receive their own user IDs.

Each login by an administrator ID MUST be logged.



OPS.1.1.2.A6 Protecting Administrative Tasks (B)

Administrators MUST authenticate themselves through appropriate procedures before
performing actions with administrative privileges.

Actions and activities that do not require elevated privileges MUST NOT be performed with
administrative privileges.

Organisations MUST ensure that only administrators have access to administrative interfaces
and functions. In particular, organisations MUST ensure that only administrators can make
security-relevant changes to IT systems and applications.

Administration MUST be performed using secure protocols. The option to set up a separate
administration network SHOULD be considered.

3.2. Standard Requirements

For module OPS.1.1.2 Proper IT Administration, the following requirements correspond to the
state-of-the-art technology together with the Basic Requirements. They SHOULD be met as a
matter of principle.

OPS.1.1.2.A7 Regulation of IT Administration Tasks (S)

The competencies, tasks, and obligations of administrators SHOULD be defined in a binding
manner in a work instruction or policy. The tasks allocated to different administrators
SHOULD be distributed in such a way that overlapping responsibilities are avoided, but all the
tasks to be performed are still assigned. These regulations SHOULD be updated at regular
intervals. In particular, their specifications SHOULD prevent administrators from making
unauthorised changes within the information domain in question, provided that the changes
go beyond the tasks explicitly assigned to them and are not necessary to prevent a security
incident or failure.

OPS.1.1.2.A8 Administration of Specialised Applications (S)

The basic requirements mentioned in this module SHOULD also be implemented consistently
for employees with administrative tasks for individual specialised applications. The division of
tasks between application and system administration SHOULD be clearly defined and
documented in writing. Interfaces SHOULD be defined between the persons in charge of
system administration and those in charge of specialised application administration.

If there is an administrative intervention in the operation of an application, this SHOULD be
coordinated in advance with the department in question. The needs of the department
SHOULD be taken into account.

OPS.1.1.2.A9 Sufficient Resources for the IT Operation Department (S)

Sufficient personnel and material resources SHOULD be provided in order to properly handle
the administrative tasks at hand. This SHOULD take into account the fact that appropriate
capacities must also be available for unforeseeable tasks.

Resource planning SHOULD be reviewed regularly and adapted to the current requirements.



OPS.1.1.2.A10 Further Education and Information (S)

Administrators SHOULD take part in training and further education measures. This SHOULD
also consider technical developments that are not currently used, but may become important
to a given organisation in the foreseeable future. Training activities SHOULD be supported by
a training plan. This training plan SHOULD take into account the whole team in question so
that all the necessary qualifications are covered by multiple members.

Administrators SHOULD regularly obtain information regarding the security of the
applications, IT systems, services, and protocols they support, especially in connection with
current threats and security safeguards.

OPS.1.1.2.A11 Documentation of IT Administration Tasks (S)

System changes SHOULD be documented in an appropriate and transparent form. This
documentation SHOULD include:

e which changes have been performed
e when the changes were performed

e who performed the changes

e the basis and reasons for the changes

Security-relevant aspects SHOULD be explained and highlighted in a transparent way.

OPS.1.1.2.A12 Provisions for Maintenance and Repairs (S)

IT systems SHOULD be maintained at regular intervals. The security aspects to be observed
during maintenance and repair work SHOULD be regulated. The persons responsible for the
maintenance or repair of equipment SHOULD also be specified. The maintenance tasks carried
out SHOULD be documented.

OPS.1.1.2.A13  ELIMINATED (S)

This requirement has been eliminated.

OPS.1.1.2.A20 Administration and Commissioning of Devices (S)

There SHOULD be an overview of all the devices in use at a given organisation that could have
an impact on information security. In addition to IT systems and ICS components, devices
pertaining to the Internet of Things (IoT) SHOULD also be considered. Appropriate testing and
approval procedures SHOULD be carried out before the devices are put into operation for the
first time. The overview SHOULD be kept up to date and correspond with the documentation
of administrative activities.

3.3. Requirements in Case of Increased Protection Needs

Generic suggestions for module OPS.1.1.2 Proper IT Administration are listed below for
requirements which go beyond the standard level of protection. These SHOULD be taken into
account IN THE EVENT OF INCREASED PROTECTION NEEDS. Final specification is
performed within a risk analysis.



OPS.1.1.2.A14  Security Vetting of Administrators [Human Resources
Department] (H)

In situations involving increased protection needs, administrators SHOULD be subject to
additional security vetting.

OPS.1.1.2.A15 Division of Administrative Activities (H)

Different administration roles SHOULD be created for partial tasks. When differentiating
among tasks, the type of data involved and the system architecture in place SHOULD be taken
into consideration.

OPS.1.1.2.A16  Access Restrictions for Administrative Access (H)

Access to administrative interfaces SHOULD be technically restricted with filtering and
separation measures. Interfaces SHOULD not be accessible to persons outside the responsible
administration teams. Administrative access to IT systems in other protection zones SHOULD
only be established via a jump server in the respective administrator's current security zone.
Access attempts from other systems or other security zones SHOULD be rejected.

OPS.1.1.2.A17  Dual Control in IT Administration (H)

For particularly security-critical IT systems, access to credentials with administrative
authorisations SHOULD be implemented in a way that always requires two employees. In
other words, one administrator SHOULD perform the administrative tasks at hand under the
supervision of a second administrator.

OPS.1.1.2.A18  Consistent Logging of Administrative Activities (H)

Administrative activities SHOULD be logged. For particularly security-critical IT systems, all
administrative access attempts SHOULD be logged consistently and completely. Executing
administrators SHOULD not have authorisation to change or delete the recorded log files. The
log files SHOULD be retained for an appropriate period of time.

OPS.1.1.2.A19 Consideration of High-Availability Requirements (H)

Administrators SHOULD analyse which of the IT systems and networks they support are
subject to high-availability requirements. For these areas, they SHOULD make sure that the
components and architectures used, as well as the related operating processes, are appropriate
for fulfilling these requirements.

4. Additional Information

4.1. Useful Resources

In the ISO/IEC 27001:2013 standard, the International Organization for Standardization (ISO)
provides specifications for proper IT administration, particularly in the SY System
Management area.

The BSI has published the four-volume High Availability Compendium.



5. Appendix: Cross-Reference Table
for Elementary Threats

This cross-reference table lists the Elementary Threats with which the requirements of this
module are associated. This table can be used to determine which Elementary Threats are
covered by which requirements. Implementing the security safeguards derived from the
requirements will help mitigate the corresponding Elementary Threats. The letters in the
second column (C = confidentiality, I = integrity, A = availability) indicate which key security
objectives are primarily addressed by each requirement. The following Elementary Threats are
relevant for module OPS.1.1.2 Proper IT Administration.

G 0.14 Interception of Information / Espionage

G 0.16 Theft of Devices, Storage Media and Documents

G 0.21 Manipulation of Hardware or Software

G 0.22 Manipulation of Information

G 0.27 Lack of Resources

G 0.29 Violation of Laws or Regulations

G 0.30 Unauthorised Use or Administration of Devices and Systems
G 0.31 Incorrect Use or Administration of Devices and Systems
G 0.32 Misuse of Authorisation

G 0.33 Shortage of Personnel

G 0.35 Coercion, Blackmail or Corruption

G 0.37 Repudiation of Actions

G 0.42 Social Engineering
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OPS.1.1.3 Patch and Change
Management

1. Description

1.1. Introduction

Updating an organisation's information technology components in a proper and timely
manner poses a major challenge. In practice, existing vulnerabilities or operational disruptions
are often traced back to inadequate patches and changes (or a lack thereof). Neglecting the
subject of patch and change management therefore quickly leads to potential points of attack.

In general, the task of patch and change management is to design all the changes made to
applications, infrastructure, documentation, processes, and procedures so that they are
manageable and controllable.

1.2. Objective

This module shows how to design functional patch management in an organisation and how
the corresponding process can be controlled and optimised.

Beyond patch management, however, the module also includes some core aspects of change
management that are relevant to information security. Change management refers to the task
of planning and controlling changes.

1.3. Scoping and Modelling

Module OPS.1.1.3 Patch and Change Management must be applied to the entire information
domain under consideration.

The descriptions in this module focus on IT operations, and in particular on patch
management, which is used to update software. The individual modules of the SYS IT Systems
and APP Applications layers contain more specific requirements related to patch and change
management.



Rather than addressing the entire subject of change management, this module only deals with
the core aspects that pertain to information security. In larger organisations, it makes sense to
structure change management systematically. Standards such as the change management
process of the IT Infrastructure Library (ITIL) can be used for this purpose. Change
management such as this need not be limited to IT; it can also encompass business processes
and specialised tasks.

Requirements for testing and releasing patches and software are also not dealt with in detail in
this module. They can be found in OPS.1.1.6 Software Tests and Approvals.

2. Threat Landscape

For module OPS.1.1.3 Patch and Change Management, the following specific threats and
vulnerabilities are of particular importance.

2.1. Poorly Defined Responsibilities

Poorly defined, overlapping, or unclear responsibilities can, for example, slow down the
categorisation and prioritisation of change requests. This can delay the overall distribution of
patches and changes. It can also have a serious effect on security if patches and changes are
released rashly without performing a test run or considering all the (technical) aspects at hand.

In extreme cases, poorly defined responsibilities may adversely affect an entire organisation or
large parts of it. Disruptions in operations have a negative effect on availability. If security-
relevant patches are distributed late or not at all, confidentiality and integrity may be
threatened.

2.2. Poor Communication in Change Management

If patch and change management is poorly accepted within an organisation or if the people
involved communicate poorly, this can lead to processing delays and incorrect decisions
related to change requests. This may reduce the organisation's security level and seriously
impair its IT operations. In any case, poor communication results in inefficient change
processes because they require an excessive amount of time and resources. This has adverse
effects on an organisation's ability to react and may, in extreme cases, result in vulnerabilities
or the inability to attain important business objectives.

2.3. Poor Consideration of Business Processes and Specialised Tasks

Inappropriate changes may, amongst other things, impair the smooth handling of business
processes or specialised tasks, or even cause the IT systems involved to fail completely. Even
when using the most comprehensive testing procedure, it cannot be ruled out that a change
will turn out to be faulty during later production operations.

If, in the course of the change process, the impact, category, or priority of a submitted change
request is assessed incorrectly in terms of the business processes or specialised tasks involved,
the organisation in question may fall short of its desired security level. Such misjudgements



predominantly occur when there is a lack of coordination between the persons responsible for
IT and the responsible specialised departments.

2.4. Insufficient resources for patch and change management

Effective patch and change management requires adequate resources in terms of personnel,
time, and funding. If suitable employees are not available, for example, the required roles
could be staffed with unqualified personnel. This can also prevent interfaces for specific
information being created—for example, between IT and the corresponding contacts in
specialised departments. In addition, it may be impossible to provide the required capacities
for the infrastructure of test and distribution environments. While it is often possible to
compensate for shortages of personnel, time, and finances during normal operations, these
shortages become even more apparent under serious time pressure, such as when emergency
patches are being installed.

2.5. Problems in Automating the Distribution of Patches and Changes

In many cases, patches and changes are not distributed manually, but centrally with software
support. If such software is used, incorrect patches and changes can be distributed
automatically throughout an entire information domain, which can result in major security
problems. This can be particularly severe if software with vulnerabilities is installed
simultaneously on many systems.

If errors only occur occasionally, they can often be remedied manually. However, problems
can arise if IT systems are not available for an extended time. Employees in the field who only
connect their IT systems to an organisation's LAN sporadically are one such example. If a
corresponding tool is configured in such a way that updates are only distributed within a
certain period of time and not all IT systems are available in that window, these systems will
not be updated.

2.6. Poor Recovery Options in Patch and Change Management

If patches or changes are distributed without a recovery option or the recovery routines of the
software used are not suitable and effective, it will not be possible to remedy incorrectly
updated software in good time. This may result in the failure of important IT systems and
significant consequential damage. Alongside the potential loss of data, this especially threatens
the availability and integrity of the data of the IT systems affected.

2.7. Misjudging the Relevance of Patches and Changes

If changes are prioritised incorrectly, unimportant patches could be installed first, for example.
Important patches could then be installed too late and allow vulnerabilities to remain open for
longer. Patch and change management is often supported by software-based tools. These tools
may also contain software errors and therefore provide insufficient or incorrect information
on a change. If the change information provided by a tool of this kind is not verified and
checked for plausibility, the actual implementation of changes may differ from an
organisation's assumptions.



2.8. Manipulation of Data and Tools in Change Management

Patch and change management often takes place from a central location. Its exposed position
means it is particularly threatened. Should attackers manage to take over the servers involved,
they will be able to distribute manipulated software versions simultaneously to a large number
of IT systems via this central location. Further points of attack are often created by the fact
that these systems are operated by external partners (outsourcing). Maintenance access maybe
also be available that allows attackers to access a central server for distributing changes.

3. Requirements

The specific requirements of module OPS.1.1.3 Patch and Change Management are listed
below. As a matter of principle, the IT Operation Department is responsible for fulfilling the
requirements. The Chief Information Security Officer (CISO) must always be involved in
strategic decisions. Furthermore, the CISO is responsible for ensuring that all requirements are
met and verified according to the security concept agreed upon. There can be additional roles
with further responsibilities for the implementation of requirements. They are listed explicitly
in square brackets in the header of the respective requirements.

Responsibilities Roles

Overall responsibility [IT Operation Department
Further Process Owner
responsibilities

3.1. Basic Requirements

For module OPS.1.1.3 Patch and Change Management the following requirements MUST be
implemented as a matter of priority:

OPS.1.1.3.A1 Concept for Patch and Change Management [Process Owner]
(B)

If IT components, software, or configuration data are changed, there MUST be specifications
that also consider security aspects. These MUST be defined in a concept for patch and change
management and followed accordingly. All patches and changes MUST be suitably planned,
approved, and documented. Patches and changes SHOULD be suitably tested in advance (see
also OPS.1.1.6 Software Tests and Approvals in this regard). If patches are installed and changes
carried out, fallback solutions MUST be available. If there are major changes, the Chief
Information Security Officer MUST also be involved. Overall, it MUST be ensured that the
desired security level is maintained during and after the implementation of changes. In
particular, the desired security settings SHOULD also be maintained.

OPS.1.1.3.A2 Definition of Responsibilities (B)

Persons in charge of patch and change management MUST be specified for all organisational
areas. The defined responsibilities MUST also be reflected in an organisation's access control

policy.



OPS.1.1.3.A3 Configuration of Auto-Update Mechanisms (B)

The handling of integrated auto-update mechanisms of the software used MUST be defined
within a strategy for patch and change management. In particular, it MUST be specified how
these mechanisms are to be safeguarded and appropriately configured. Moreover, the type of
update mechanisms of new components SHOULD be checked.

OPS.1.1.3.A15  Regular Updating of IT Systems and Software (B)
IT systems and software SHOULD be updated regularly.

In principle, patches SHOULD be applied promptly after release. Based on the patch and
change management concept at hand, patches must be assessed promptly after release and
prioritised accordingly. Decisions MUST be taken as to whether patches should be applied.
When a patch is applied, it SHOULD be checked whether it has been successfully applied on all
relevant systems in a timely manner. If a patch is not applied, this decision and the reasons for
it MUST be documented.

OPS.1.1.3.A16  Regular Search for Information on Patches and
Vulnerabilities (B)

The IT Operation Department MUST ensure it is regularly informed about vulnerabilities
which become known in the firmware, operating systems, applications, and services used. The
identified vulnerabilities MUST be rectified as soon as possible.

As long as no appropriate patches are available, other appropriate safeguards to protect the
systems affected MUST be implemented depending on the severity of the vulnerabilities and
basic threats. If this is not possible, it SHOULD be ensured that the corresponding hardware,
relevant operating systems, and applications and services are no longer used.

3.2. Standard Requirements

For module OPS.1.1.3 Patch and Change Management, the following requirements correspond
to the state-of-the-art technology together with the Basic Requirements. They SHOULD be
met as a matter of principle.

OPS.1.1.3.A4 ELIMINATED (S)

This requirement has been eliminated.

OPS.1.1.3.A5 Handling Change Requests [Process Owner] (S)

All requests for changes SHOULD be recorded and documented. Change requests SHOULD be
checked by the person responsible for patch and change management to ensure that the
information security aspects have been sufficiently taken into account.

OPS.1.1.3.A6 Coordination of Change Requests (S)

The coordination process associated with a change SHOULD take into account all the relevant
target groups and the impact on information security. The target groups affected by the
change SHOULD be able to comment on the change in a verifiable manner. There SHOULD be
a defined procedure to speed up the handling of important requests for changes.



OPS.1.1.3.A7 Integration of Change Management into Business Processes
(S)

The change management process SHOULD be integrated into business processes or specialised
tasks. In cases involving planned changes, the current situation of the affected business
processes SHOULD be considered. All relevant departments SHOULD be informed of
upcoming changes. There SHOULD also be an escalation level that includes members of the
corresponding organisation's Top Management. In case of doubt, these members SHOULD
decide on the priority and scheduling of a given hardware or software change.

OPS.1.1.3.A8 Secure Use of Tools for Patch and Change Management (S)

Requirements and framework conditions SHOULD be defined for selecting tools for patch and
change management. Furthermore, a specific security policy SHOULD be drawn up for the
tools used.

OPS.1.1.3.A9 Testing and Acceptance Procedures for New Hardware (S)

When new hardware is selected, it SHOULD be checked that the software used, and in
particular the relevant operating systems, are compatible with the hardware and its driver
software. New hardware SHOULD be tested before it is used. [t SHOULD be tested exclusively
in an isolated environment.

There SHOULD be an acceptance procedure and a declaration of release for IT systems. The
person in charge SHOULD file the declaration of release in a suitable place in writing. If errors
are detected during live operations despite the acceptance and release procedures, there
SHOULD be a procedure for troubleshooting.

OPS.1.1.3.A10  Assuring the Integrity and Authenticity of Software Packages
(S)

The authenticity and integrity of software packages SHOULD be ensured throughout the
patch or change process. To this end, it SHOULD be checked whether checksums or digital
signatures are available for the software packages used. If there are, these SHOULD be checked
before a package is installed. Furthermore, it SHOULD be ensured that the programs required
for checking are available.

As a matter of principle, software and updates SHOULD only be obtained from trustworthy
sources.

OPS.1.1.3.A11 Continuous Documentation of Information Processing (S)

Changes SHOULD be documented in all phases, applications, and systems. Corresponding
rules SHOULD be developed for this purpose.

3.3. Requirements in Case of Increased Protection Needs

Generic suggestions for module OPS.1.1.3 Patch and Change Management are listed below for
requirements which go beyond the standard level of protection. These SHOULD be taken into
account IN THE EVENT OF INCREASED PROTECTION NEEDS. Final specification is
performed within a risk analysis.



OPS.1.1.3.A12  Use of Tools in Change Management (H)

Before using a change management tool, it SHOULD be checked whether it can distribute
changes appropriately in the information domain in question. [t SHOULD also be possible to
define break points for stopping the distribution of incorrect changes.

OPS.1.1.3.A13  Measuring the Success of Change Requests [Process Owner]
(H)

The Process Owner for patch and change management SHOULD perform follow-up tests to
verify that a given change has been successful. For this, the Process Owner SHOULD select
suitable reference systems as quality assurance systems. The results of follow-up tests
SHOULD be documented within the scope of the change process.

OPS.1.1.3.A14  Synchronisation Within Change Management (H)

In the change management process, appropriate mechanisms SHOULD ensure that devices
that cannot be reached temporarily or for a longer period of time also receive patches and
changes.

4. Additional Information

4.1. Useful Resources

The International Organization for Standardization (ISO) provides specifications relevant to
patch and change management in the ISO/IEC 27001:2013 standard (section 12.1.2, "Change
Management").

The IT Infrastructure Library (ITIL) provides guidance on setting up a change management
process.

5. Appendix: Cross-Reference Table
for Elementary Threats

This cross-reference table lists the Elementary Threats with which the requirements of this
module are associated. This table can be used to determine which Elementary Threats are
covered by which requirements. Implementing the security safeguards derived from the
requirements will help mitigate the corresponding Elementary Threats. The letters in the
second column (C = confidentiality, I = integrity, A = availability) indicate which key security
objectives are primarily addressed by each requirement. The following Elementary Threats are
relevant for module OPS.1.1.3 Patch and Change Management.

G 0.18 Poor Planning or Lack of Adaptation
G 0.19 Disclosure of Sensitive Information

G 0.20 Information or Products from an Unreliable Source



G 0.23 Unauthorised Access to IT Systems
G 0.25 Failure of Devices or Systems

G 0.26 Malfunction of Devices or Systems
G 0.27 Lack of Resources

G 0.28 Software Vulnerabilities or Errors
G 0.39 Malware

G 0.46 Loss of Integrity of Sensitive Information
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OPS.1.1.4 Protection Against
Malware

1. Description

1.1. Introduction

Malware refers to programs that perform harmful functions on an IT system, usually without
the knowledge or consent of the user. These harmful functions can have a wide range of
purposes, ranging from potential espionage and extortion (using ransomware) to the sabotage
and destruction of information, or even devices.

In principle, malware can be implemented on all operating systems and IT systems. In
addition to traditional IT systems such as clients and servers, this includes mobile devices such
as smartphones. Today, network components like routers and industrial control systems—and
even IoT devices such as networked cameras—are also frequently threatened by malware.

On classic IT systems, malware is distributed mainly via e-mail attachments, manipulated web
pages (drive-by downloads), or storage media. Smartphones are usually infected via the
installation of malicious apps, but drive-by downloads are also possible. Furthermore, open
network interfaces, incorrect configurations, and software vulnerabilities are frequent points
of entry on all IT systems.

This module uses the term “virus protection program”. Here, “viruses” are a synonym for all
types of malware. A virus protection program therefore refers to a program for protecting
against any type of malware.

1.2. Objective

This module describes the requirements that must be met and implemented to protect an
organisation effectively against malware.



1.3. Scoping and Modelling

Module OPS.1.1.4 Protection Against Malware must be applied once to the entire information
domain under consideration.

This module describes the general requirements for protection against malware. Specific
requirements for protecting particular IT systems in an organisation against malware are
included in the relevant modules, particularly in the SYS layer IT Systems. If identified
malware results in a security incident, the requirements of module DER.2.1 Security Incident
Handling should be considered. The requirements of module DER.2.3 Clean-Up of Extensive
Security Incidents help in removing identified malware and re-establishing a cleaned state.

The virus protection programs used within the framework of this module should also be taken
into account in patch and change management (OPS.1.1.3 Patch and Change Management).
Furthermore, the topic of protection against malware should be taken into account in the
context of the modules ORP.3 Information Security Awareness and Training and CON.3 Backup
Concept.

2. Threat Landscape

For module OPS.1.1.4 Protection Against Malware, the following specific threats and
vulnerabilities are of particular importance.

2.1. Software Vulnerabilities and Drive-By Downloads

If IT systems are not sufficiently protected against malware, software vulnerabilities can be
exploited by attackers to execute malicious code. Among other situations, this can happen if
patches are not applied promptly and the protective mechanisms of application programs
(such as browsers) are not configured correctly. In the case of drive-by downloads, it may be
enough to visit a website infected with malicious code, for example. A vulnerability in a
browser or in an installed plug-in such as Java or Adobe Flash can then be exploited to infect
the IT system in question and provide the attacker with comprehensive control, as well as
access to the corresponding organisation's network. IT systems that are not updated regularly,
such as many smartphones, are at particular risk in this regard.

2.2. Extortion through Ransomware

Ransomware is a widespread type of malware. It encrypts the data of an infected IT system
and, in many cases, further data it manages to access (e.g. through network shares). In most
cases, attackers use encryption methods that cannot be reversed without the corresponding
key as a means of extorting large sums of money from their victims. If there is no effective
protection against malware and no supplementary precautions (such as data backups) are
taken, the availability of information can be considerably restricted, data can be lost, and
massive financial and reputational damage can occur.



2.3. Targeted Attacks and Social Engineering

Organisations are often attacked by customised malware. In such cases, supervisors (for
example) are tricked into opening harmful e-mail attachments through social engineering.
Customised malware often cannot be detected immediately by virus protection programs. The
human resources department of an organisation can also be the target—for example, if it is
sent electronic job application documents that are infected with malware. If an attacker
manages to infect an IT system using such methods, they may infiltrate other areas of the
corresponding organisation and view, manipulate, or destroy information.

2.4. Botnets

Malware may recruit the IT systems of an organisation into botnets. Attackers, who often
control thousands of systems in a botnet, can use them to send spam or start distributed
denial-of-service (DDoS) attacks on third parties. Even though the affected organisation itself
may not be damaged directly, this may have negative effects regarding the availability and
integrity of its own services and IT systems, and may even result in legal problems. For
example, if an organisation's e-mail server is blacklisted, it may no longer be possible to send
and receive e-mails.

2.5. Infection of Production Systems and [oT Devices

In addition to classic IT systems, devices that are not obvious targets are increasingly being
attacked by malware. For example, an attacker may infect a surveillance camera accessible via
the Internet to spy on an organisation. However, even a networked light bulb or a coffee
machine with app control may serve as points of entry into an organisation's network or as
part of a botnet unless these devices are protected sufficiently against malware. Networked
production systems or industrial controls can also be manipulated or even destroyed through
malware, which may result in downtime and further risks to an organisation and its
employees (e.g. due to fire).

3. Requirements

The specific requirements of module OPS.1.1.4 Protection Against Malware are listed below. As
a matter of principle, the IT Operation Department is responsible for fulfilling the
requirements. The Chief Information Security Officer (CISO) must always be involved in
strategic decisions. Furthermore, the CISO is responsible for ensuring that all requirements are
met and verified according to the security concept agreed upon. There can be additional roles
with further responsibilities for the implementation of requirements. They are listed explicitly
in square brackets in the header of the respective requirements.

Responsibilities Roles

Overall responsibility [IT Operation Department

Further User
responsibilities




3.1. Basic Requirements

For module OPS.1.1.4 Protection Against Malware, the following requirements MUST be met as
a matter of priority:

OPS.1.14.A1 Creating a Malware Protection Concept (B)

A concept that describes which IT systems must be protected against malware MUST be drawn
up. It MUST include IoT devices and production systems. Furthermore, it MUST be specified
how protection is to be implemented. If no reliable protection is possible, the identified IT
systems SHOULD NOT be operated. The concept SHOULD be documented in a
comprehensible manner and kept up to date.

OPS.1.1.4.A2 Using System-Specific Protection Mechanisms (B)

The protection mechanisms provided by the IT systems used, as well as by the operating
systems and applications used on them, MUST be checked. Such mechanisms MUST be used
unless there is at least an equal substitute or good reasons against their use. If they are not
used, this MUST be explained and documented.

OPS.1.1.4.A3 Selection of a Virus Protection Program (B)

A program MUST be selected and installed for the specific purpose of virus protection
depending on the operating system used, the other protection mechanisms present, and the
availability of suitable virus protection programs. A suitable virus protection program MUST
be selected and installed for gateways and IT systems used for data exchange.

The products used MUST be designed for enterprise environments and include services and
support that are tailored to the needs of the organisation in question. Products for purely
home-based users or products without manufacturer support MUST NOT be used for
professional production operations.

Cloud services designed to improve the detection performance of virus protection programs
SHOULD be used. If the cloud functions of such products are used, it MUST be ensured that
there are no conflicts regarding data or confidentiality protection. In addition to real-time and
on-demand scans, it MUST also be possible to scan compromised and encrypted data for
malware with the solution chosen.

OPS.1.14.A4 ELIMINATED (B)

This requirement has been eliminated.

OPS.1.1.4.A5 Operation and Configuration of Virus Protection Programs
(B)

Virus protection programs MUST be configured appropriately for their operational
environment. The focus SHOULD be on detection performance unless data protection or
performance reasons influence this in individual cases. If the security-relevant functions of a
virus protection program are not used, this SHOULD be explained and documented. In the
case of protection programs that are specially optimised for desktop virtualisation, it SHOULD
be transparently documented whether certain detection procedures have been omitted in



favour of performance. Care MUST be taken to ensure that users are not able to make any
security-related changes to the settings of anti-virus programs.

OPS.1.14.A6 Regular Updating of Virus Protection Programs and
Signatures (B)

The scan engines and malware signatures of virus protection programs MUST be updated
regularly and promptly on the corresponding IT systems.

OPS.1.14.A7 User Awareness and Obligations [User] (B)

Users MUST be informed regularly of the threats posed by malware. They MUST comply with
the basic codes of conduct at hand to reduce the risk of malware infection. Files, e-mails,
websites, and other content from untrusted sources SHOULD NOT be opened. Users MUST be
aware of the appropriate persons to contact in the event of a suspected malware infection.
Users MUST inform their designated contacts if they suspect an infection involving a
malicious program.

3.2. Standard Requirements

For module OPS.1.1.4 Protection Against Malware, the following requirements correspond to
the state-of-the-art technology together with the Basic Requirements. They SHOULD be met
as a matter of principle.

OPS.1.14.A8 ELIMINATED (S)

This requirement has been eliminated.

OPS.1.14.A9 Reporting Malware Infections [User] (S)

The virus protection program used SHOULD block and report malware infections
automatically. These automatic reports SHOULD be sent to a central location. The employees
responsible SHOULD then decide how to proceed based on the current situation. The
procedure to be followed in case of reports and alarms from virus protection programs
SHOULD be planned, documented, and tested. In particular, the actions to be taken in case of a
confirmed infection SHOULD be specified.

3.3. Requirements in Case of Increased Protection Needs

Generic suggestions for module OPS.1.1.4 Protection Against Malware are listed below for
requirements which go beyond the standard level of protection. These SHOULD be taken into
account IN THE EVENT OF INCREASED PROTECTION NEEDS. Final specification is
performed within a risk analysis.

OPS.1.14.A10  Using Special Analysis Environments (H)

Automated analyses in a special test environment (based on sandboxes, or separate virtual or
physical systems) SHOULD also be used for assessing suspicious data.



OPS.1.14.A11  Using Several Scan Engines (H)

To improve detection performance, virus protection programs with several alternative scan
engines SHOULD be used for IT systems that require special protection (e.g. gateways and IT
systems for data exchange).

OPS.1.14.A12  Using Storage Media Locks (H)

Before connecting storage media from third parties to the IT systems of an organisation, the
media SHOULD be checked in a storage media lock.

OPS.1.1.4.A13 Handling Untrusted Files (H)

If it is necessary to open untrusted files, this SHOULD only be done on an isolated IT system.
In this system, the corresponding files SHOULD be converted into a secure format or printed
(for example) if doing so will reduce the risk of a malware infection.

OPS.1.14.A14  Selecting and Using Cyber Security Products to Thwart
Targeted Attacks (H)

The use and added value of products and services that offer an extended scope of protection
compared to conventional anti-virus programs SHOULD be examined. Security products like
these SHOULD be used against targeted attacks, such as when running files in special analysis
environments, hardening clients, or encapsulating processes. Before a decision is taken to
purchase a particular security product, the effectiveness of its protection and its compatibility
with the IT environment of the organisation in question SHOULD be tested.

OPS.1.14.A15  ELIMINATED (H)

This requirement has been eliminated.

4. Additional Information

4.1. Useful Resources

The International Organization for Standardization (ISO) provides guidelines for protection
against malware in the standard ISO/IEC 27001:2013, in particular in annex A, A.12.2
(“Protection from Malware”).

The Information Security Forum (ISF) provides guidelines for protection from malware in
“The Standard of Good Practice for Information Security”, in particular in area TS1 ("Security
Solutions").

5. Appendix: Cross-Reference Table
for Elementary Threats

This cross-reference table lists the Elementary Threats with which the requirements of this
module are associated. This table can be used to determine which Elementary Threats are



covered by which requirements. Implementing the security safeguards derived from the
requirements will help mitigate the corresponding Elementary Threats. The letters in the
second column (C = confidentiality, I = integrity, A = availability) indicate which key security
objectives are primarily addressed by each requirement. The following Elementary Threats are
relevant for module OPS.1.1.4 Protection Against Malware.

G 0.14 Interception of Information / Espionage
G 0.19 Disclosure of Sensitive Information

G 0.23 Unauthorised Access to IT Systems

G 0.32 Misuse of Authorisation

G 0.36 Identity Theft

G 0.39 Malware

G 0.42 Social Engineering

G 0.46 Loss of Integrity of Sensitive Information
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OPS.1.1.5 Logging

1. Description

1.1. Introduction

To ensure reliable IT operations, IT systems and applications should automatically log all (or at
least some specific) events that are relevant to operations and security and make them
available for analysis. Logging is used in many organisations as a means of promptly
identifying hardware and software problems and resource bottlenecks. However, security
problems and attacks on network services can also be traced on the basis of log data. Through
forensic examination, evidence can be secured from such data after an attack on IT systems or
applications has come to light.

In each information domain, log data is locally generated by a multitude of IT systems and
applications. To get a complete overview of a given information domain, the event logs
generated by various IT systems and applications can be sent to a dedicated logging
infrastructure for central storage. Only then can the log data be selected, filtered, and analysed
systematically in one central location.

1.2. Objective

The aim of this module is to ensure the secure collection of all relevant data so that it can be
stored and provided in a suitable form for evaluation. This in turn facilitates the logging of as
many security-relevant events as possible.

1.3. Scoping and Modelling

OPS.1.1.5 Logging must be applied once to the entire information domain at hand.

This module only considers overarching aspects that are required for appropriate logging.
Logging for specific IT systems or applications is not dealt with here; it is described in the
relevant modules of the IT-Grundschutz Compendium.

In many operating systems or applications, logging functions are already present or can be
integrated through additional products. To safeguard these functions and stored log data, the
underlying operating systems must be protected. However, this is not covered in this module.



Operating-system-specific modules such as SYS.1.2.2 Windows Server 2012 must be
implemented.

Before implementing logging of security-relevant events, it is important that the related
responsibilities and competencies be clearly defined and assigned. Particular attention should
be paid to the principle of separation of duties. This topic is also not part of this module; it is
covered in module ORP.1 Organisation.

In addition, this module must be distinguished from the detection of security-relevant events
(see DER.1 Detecting Security-Relevant Events) and responses to security incidents (DER.2.1
Security Incident Handling). At most, these aspects are only addressed in passing in the present
module.

The evaluation of log data and the secure, unchangeable, and reproducible long-term storage
of such information is also described elsewhere (see DER.1 Detecting Security-Relevant Events
or OPS.1.2.2 Archiving).

Finally, specifications on how to handle personal data are described in module CON.2 Data
Protection.

2. Threat Landscape

Since the IT-Grundschutz modules cannot address individual information domains, typical
scenarios are used to demonstrate the threat landscape. For module OPS.1.1.5 Logging, the
following specific threats and vulnerabilities are of particular importance.

2.1. Insufficient Logging

Within an information domain, there are often IT systems and applications with default
settings in which logging has not been enabled. Sometimes, individual IT systems or
applications are not able to perform logging at all. In both cases, important information may
be lost and it may be impossible to detect attacks in time. This is also possible if logging is used
for individual IT systems or applications, but the log data is not collected in a central location.
In information domains without centralised logging, it is difficult to ensure that the relevant
logged information from all IT systems and applications will be preserved and analysed.

Furthermore, log data must contain meaningful information. The events to be logged depend,
among other things, on the protection needs of the corresponding IT systems or applications.
If this is disregarded—for example, by only using the default settings of IT systems and
applications for logging—it may result in particularly relevant security events not being
logged. Attacks may then go undetected.

2.2. Incorrect Selection of Relevant Log Data

Log data often provides important information that aids in detecting security incidents.
However, filtering out relevant messages from the large amount of different log events
presents a particular challenge. This is because numerous log events are only informative in



nature and divert attention from messages that are actually important. If too many log events
are selected, analysing all their information will be difficult and require a great deal of time.

Furthermore, log events can be discarded or overwritten if the RAM or hard drive capacity of
the IT system or logging infrastructure in question is insufficient. If this results in too few
relevant log events being recorded, security-critical incidents may remain undetected.

2.3. Lack of Proper Time Synchronisation During Logging

If the time is not synchronised on all the IT systems within an information domain, the log
data they produce may not correlate, and attempting to correlate it may result in erroneous
statements. This is due to the lack of a common basis for the different time stamps of events. It
is thus harder to assess collected log data where there is no time synchronisation, particularly
if the data is stored on a central log server. Furthermore, a lack of proper time synchronisation
may make it impossible to use logs in securing evidence.

2.4. Poor Planning of Logging

If logging is not sufficiently planned, IT systems or applications may not be monitored and
security-relevant events may not be recognised and appropriately dealt with as a result. In
addition, it will be impossible to trace data protection infringements back to their causes.

2.5. Loss of Confidentiality and Integrity in Log Data

Some IT systems in an information domain may generate log data (such as user names, IP
addresses, e-mail addresses, and computer names) that can be associated with specific persons.
Such information can be copied, intercepted, and manipulated if it is not encrypted and
securely stored. This may result in attackers accessing confidential information or
manipulated log data being used to deliberately disguise security incidents. Furthermore, if
attackers obtain a large amount of log data, they may use it to ascertain the internal structure
of the corresponding information domain and carry out more targeted attacks.

2.6. Incorrectly Configured Logging

If logging in IT systems is incorrectly configured, important information will be missed or not
recorded properly. It is also possible that incorrect or excessive information will be logged. For
example, personal data may be logged and stored without authorisation. The organisation in
question could thus be in violation of related legal requirements.

Due to incorrectly configured logging, log data may also be available in inconsistent or
proprietary formats. In such cases, logs may be difficult to assess and security incidents may
remain undetected.

2.7. Failure of Log Data Sources

If IT systems in an information domain no longer provide the required log data, it will no
longer be possible to appropriately detect security incidents. Errors in hardware and software
and incorrectly administered IT systems can be the cause of such data source failures. In
particular, if the failure of data sources is not detected, this may result in a false perception of



an organisation's security situation. Attackers may thus remain undetected for a long period of
time and be able to intercept organisation-critical information or manipulate production
systems (for example).

2.8. Insufficient Logging Infrastructure Capacity

Due to complex information domains and wide-ranging attack scenarios, the requirements
logging systems need to meet are increasing because a very large amount of log data must be
stored and processed. Moreover, it is customary to increase the intensity of logging when
security incidents occur. However, if the corresponding logging infrastructure is not designed
for this, the log data stored may be incomplete. As a result, security-relevant events will be
assessed insufficiently (or not at all) and security incidents will remain undetected.

3. Requirements

The specific requirements of module OPS.1.1.5 Logging are listed below. The CISO is
responsible for ensuring that all requirements are met and verified according to the agreed
security concept. The CISO must always be involved in strategic decisions.

The IT-Grundschutz Compendium also defines additional roles to which appropriate
personnel should be assigned as required.

Responsibilities Roles

Overall responsibility | IT Operation Department
Further Process Owner
responsibilities

Exactly one role should have overall responsibility. There may also be further responsibilities. If
one of these additional roles is primarily responsible for the fulfilment of a requirement, this
role is listed in square brackets after the heading of the requirement.

3.1. Basic Requirements

For this module, the following requirements MUST be met as a matter of priority.

OPS.1.1.5.A1 Drawing Up a Security Policy for Logging [Process Owner] (B)

Based on an organisation's general security policy, a specific security policy SHOULD be
drawn up for logging. This security policy MUST transparently describe requirements and
specifications on how logging is to be planned, set up, and securely operated. The security
policy MUST specify what is to be logged, as well as how and where. Here, the type and scope
of logging SHOULD be based on the protection needs of the information in question.

The security policy MUST be drawn up by the CISO together with the Process Owners. It
MUST be known to all employees in charge of logging and be integral to their work. If the
security policy is changed or deviations from its requirements are allowed, this MUST be
coordinated with the CISO and documented. The correct implementation of this specific
security policy MUST be regularly reviewed. The results of these reviews MUST be
documented.



OPS.1.1.5.A2 ELIMINATED (B)

This requirement has been eliminated.

OPS.1.1.5.A3 Configuring Logging at the System and Network Level (B)

All security-relevant events pertaining to IT systems and applications MUST be logged. If the
IT systems and applications defined as relevant in a logging policy have a logging function, it
MUST be used. When setting up logging, the manufacturer specifications for the relevant IT
systems or applications MUST be considered.

Spot checks MUST be carried out at appropriate intervals to ensure that logging is still
functioning correctly. The intervals of these checks MUST be defined in the logging policy at
hand.

If events relevant to operations and security cannot be logged on an IT system, additional IT
systems MUST be integrated for logging (e.g. for events at the network level).

OPS.1.1.5.A4 Time Synchronisation of IT Systems (B)

The system time of all IT systems and applications that generate logs MUST always be
synchronous. It MUST be ensured that the date and time formats of log files are uniform.

OPS.1.1.5.A5 Complying with Legal Framework Conditions (B)

The regulations of the current laws on federal- and state-level data protection MUST be
followed during logging (see CON.2 Data Protection).

Moreover, any personal rights and/or rights of co-determination of the Employee
Representatives in question MUST be observed.

Compliance with any other relevant legal regulations MUST also be ensured.

Log data MUST be deleted in accordance with a specified process. Technical provisions MUST
prevent log data being deleted or changed in an uncontrolled manner.

3.2. Standard Requirements

Along with the Basic Requirements above, the following requirements correspond to the state-
of-the-art technology for this module. They SHOULD be met as a matter of principle.

OPS.1.1.5.A6 Basic Structure of a Centralised Logging Infrastructure (S)

All security-relevant logging data SHOULD be stored in a central location. To this end, a
central logging infrastructure (read: a log server system) SHOULD be designed and placed in a
network segment created for this purpose (see NET.1.1 Network Architecture and Design).

In addition to security-relevant events (see OPS.1.1.5.A3 Configuring Logging at the System and
Network Level), a central logging infrastructure SHOULD log general operational events that
indicate errors.

The logging infrastructure SHOULD have sufficient capacity. The possibility of scaling up this
infrastructure to support extended logging SHOULD be considered. To this end, sufficient
technical, financial, and personnel resources SHOULD be available.



OPS.1.1.5.A7 ELIMINATED (S)

This requirement has been eliminated.

OPS.1.1.5.A8 Archiving of Log Data (S)

Log data SHOULD be archived. The relevant legal regulations SHOULD be taken into account
in the process.

OPS.1.1.5.A9 Providing Log Data for Assessment (S)

Collected log data SHOULD be filtered, normalised, aggregated, and correlated. Log data
processed in this way SHOULD be made available in a manner suitable for assessment.

Logging applications SHOULD have corresponding interfaces to programs capable of
automatic data analysis.

It SHOULD be ensured that the evaluation of log data complies with the security requirements
defined in the respective logging policy. Operational and internal agreements SHOULD also be
taken into consideration when making log data available.

Log data SHOULD be stored unchanged in its original format.
OPS.1.1.5.A10  Access Protection for Log Data (S)

[t SHOULD be ensured that administrators who execute logging have no authorisation to
modify or delete recorded log data.

3.3. Requirements in Case of Increased Protection Needs

The following section lists generic suggestions for this module with respect to requirements
that go beyond a level of protection based on the current state of the art. These SHOULD be
taken into account in the event of increased protection needs. Final specification is performed
within an individual risk analysis.

OPS.1.1.5.A11 Increasing the Scope of Logging (H)

If applications or IT systems require increased protection, more events SHOULD be logged so
that security-relevant incidents can be traced as comprehensively as possible.

To ensure that log data can be evaluated in real time, it SHOULD be stored centrally at shorter
intervals by the relevant IT systems and applications. Logging SHOULD enable assessment of
the entire information domain in question. Applications and IT systems that do not allow for
central logging SHOULD NOT be used in case of increased protection needs.

OPS.1.1.5.A12 Encryption of Log Data (H)

Log data SHOULD be encrypted for secure transfer. All saved logs SHOULD be digitally signed.
Archived log data and log data stored outside the corresponding logging infrastructure
SHOULD also always be stored in an encrypted manner.

OPS.1.1.5.A13  Highly Available Logging Infrastructure (H)
A highly available logging infrastructure SHOULD be created.



4. Additional Information

4.1. Useful Resources

The Federal Office for Information Security (BSI) regulates the logging and detection of
security-relevant events in “Mindeststandard des BSI zur Protokollierung und Detektion von
Cyber-Angriffen” [BSI Minimum Standard for Logging and Detection of Cyber Attacks].

The International Organization for Standardization (ISO) specifies logging requirements in the
ISO/IEC 27001:2013 standard (section A.12.4, “Logging and Monitoring”).

The Information Security Forum (ISF) provides guidelines for logging in “The Standard of
Good Practice for Information Security” (section TM1.2, "Security Event Logging").

The National Institute of Standards and Technology (NIST) describes how logging can be used
securely in Special Publication 800-92, “Guide to Computer Security Log Management”.

5. Appendix: Cross-Reference Table
for Elementary Threats

Every requirement in this module can be used to derive security safeguards. Implementing
these safeguards will help mitigate the Elementary Threats (GO) which are relevant for the
issue or target object at hand. In the cross-reference table, each requirement of this module is
mapped to the relevant Elementary Threat(s).

This cross-reference table can thus be used to determine which Elementary Threats are
covered by which requirements. The letters in the second column indicate which key security
objectives are primarily addressed by each requirement. These key security objectives are
confidentiality (C), integrity (I), and availability (A).

The following Elementary Threats are relevant for module OPS.1.1.5 Logging:
G 0.9 Failure or Disruption of Communication Networks

G 0.14 Interception of Information / Espionage

G 0.15 Eavesdropping

G 0.18 Poor Planning or Lack of Adaptation

G 0.19 Disclosure of Sensitive Information

G 0.22 Manipulation of Information

G 0.25 Failure of Devices or Systems

G 0.26 Malfunction of Devices or Systems

G 0.27 Lack of Resources



G 0.29 Violation of Laws or Regulations
G 0.32 Misuse of Authorisation

G 0.37 Repudiation of Actions

G 0.38 Misuse of Personal Information

G 0.46 Loss of Integrity of Sensitive Information
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OPS.1.1.6 Software Tests and
Approvals

1. Description

1.1. Introduction

The use of IT in organisations requires computerised data processing to be as error-free as
possible, as the individual results can no longer be checked in most cases. Software of any kind
must therefore be tested before it is put into operation. These tests must prove that software
reliably provides the required functions and does not have any undesired side effects. When
software is subsequently approved by the relevant organisational unit, basic permission is
granted to use it in the respective organisation's production environment. At the same time,
this organisational unit assumes responsibility for the IT process supported by the software.

Software can be tested at different stages of its lifecycle. For example, software tests can even
become necessary during development, before approval for production operation, or within
the scope of patch and change management. This applies to both custom and standardised
software. Regression tests play a special role here because even if only minor aspects of
software are changed, this can impact completely different characteristics and functions of the
software. These effects are precisely what regression tests are designed to identify.

This module describes the testing and approval process for all types of software. The testing
and approval process is characterised by the fact that it can be performed several times
depending on the result.

1.2. Objective

This module is designed to ensure that software meets the technical and organisational
requirements and the present protection needs of the entire organisation in question, or
individual organisational units thereof. An essential aspect here involves systematically and
methodically checking security-critical software for existing vulnerabilities.



1.3. Scoping and Modelling

OPS.1.1.6 Software Tests and Approvals must be applied once to the entire information domain
under consideration.

Whilst module CON.8 Software Development refers to the software development process and
the software tests it requires, this module describes the special requirements of test and
approval management. In this context, test and approval management does not refer
exclusively to software developed in-house or on behalf of a customer; it also includes the
testing and approval of all the types of software described in APP.6 General Software, as well as
all other software products covered by the APP Applications layer.

Software testing can also become part of patch or change management or software
development. Corresponding requirements are specified in more detail in the modules
OPS.1.1.3 Patch and Change Management and CON.8 Software Development.

2. Threat Landscape

Since the IT-Grundschutz modules cannot address individual information domains, typical
scenarios are used to demonstrate the threat landscape. For module OPS.1.1.6 Software Tests
and Approvals, the following specific threats and vulnerabilities are of particular importance.

2.1. Software Testing with Production Data

If software tests are carried out with production data, this may result in security problems. In
particular, confidential production data may be accessed by unauthorised employees or third
parties commissioned to perform software tests. If “original” production data (rather than
copies thereof) is used for testing, it could be inadvertently changed or deleted.

Software tests conducted during production operations could severely disrupt the entire
operation because malfunctions of the software to be tested could impact other applications
and IT systems. In addition, software testers deliberately test software at its limits in order to
uncover possible errors. This in turn increases the risk that the entire operation in question
will be disrupted.

2.2. Insufficient Testing Procedures

If new software is tested insufficiently (or not at all) and approved without installation
specifications, errors in the software may remain undetected. Moreover, it is possible that
mandatory installation parameters will not be detected or considered as a result.

Software and installation errors that are not detected due to inadequate software testing
procedures can significantly threaten an organisation's IT operations. For example, important
data could be lost if a software update is installed.



2.3. Insufficient Approval Procedures

An insufficient approval procedure may result in the use of software that has not been
technically approved. The software may thus lack necessary functions or include some that are
not required or do not work as intended. Furthermore, the software may be incompatible with
other applications.

2.4. Inadequate Documentation of Tests and Test Results

Software can usually be approved as soon as all tests have been performed and no deviations
have been detected. However, if the documentation of the software tests is incomplete, it will
not be possible later on to verify what was tested. If detected software errors or missing
functions were insufficiently documented and thus not taken into account during release,
these deviations can unintentionally delete or change the productive data to be processed.
This may also disrupt other IT systems and applications.

2.5. Inadequate Documentation of Approval Criteria

If corresponding criteria are not clearly communicated, this may result in software approval
being granted prematurely or not being granted even though it could be. On the one hand, this
could lead to the approval of versions with undetected software errors, which may disrupt
production operations. On the other, inadequate documentation of approval criteria can lead
to project delays and financial losses.

3. Requirements

The specific requirements of module OPS.1.1.6 Software Tests and Approvals are listed below.
The IT Operation Department is responsible for ensuring that all requirements are met and
verified according to the agreed security concept. The CISO must always be involved in
strategic decisions.

The IT-Grundschutz Compendium also defines additional roles to which appropriate
personnel should be assigned as required.

Responsibilities Roles

Overall responsibility | IT Operation Department

Further Tester, Process Owner, Data Protection Officer, Human Resources
responsibilities Department

Exactly one role should have overall responsibility. There may also be further responsibilities. If
one of these additional roles is primarily responsible for the fulfilment of a requirement, this
role is listed in square brackets after the heading of the requirement.

3.1. Basic Requirements

For this module, the following requirements MUST be met as a matter of priority.




OPS.1.1.6.A1 Planning of Software Tests (B)

Before software tests are carried out, corresponding framework conditions MUST be specified
within an organisation in accordance with the protection needs, organisational units, technical
options, and test environments at hand. Software MUST be tested on the basis of a software
requirements catalogue. If there is also a requirements specification, it MUST be taken into
account as well.

Test cases MUST be selected in such a way that they test all the software functions at hand in
the most representative way possible. In addition, negative tests SHOULD be included to
ensure software does not contain any unwanted functions.

The test environment MUST be selected to be as representative as possible of all the device
models and operating system environments used in the organisation in question. Testing
SHOULD also determine whether software is compatible with and functional on the operating
systems used in their present configurations.

OPS.1.1.6.A2 Performing Functional Software Tests [Tester] (B)

Functional software tests MUST verify the proper and complete functioning of software.
Functional software tests MUST be performed in a manner that will not impact production
operations.

OPS.1.1.6.A3 Assessing Test Results [Tester] (B)

The results of software tests MUST be assessed. A gap analysis SHOULD be performed using
the defined specifications. Such assessments MUST be documented.

OPS.1.1.6.A4 Software Approval [Process Owner] (B)

The technical organisational unit responsible MUST approve software as soon as it has passed
corresponding tests. The approval MUST be documented by means of an approval
confirmation.

The approving organisational unit MUST verify whether the software has been tested in
accordance with the relevant requirements. The results of the software tests MUST match the
previously specified expectations. [t MUST also be verified that the legal and organisational
requirements at hand have been met.

OPS.1.1.6.A5 Performing Software Tests for Non-Functional Requirements
[Tester] (B)

Software tests MUST be performed to verify that all essential non-functional requirements are
met. In particular, security-specific software tests MUST be performed if the application in
question includes security-critical functions. The test cases carried out MUST be documented
along with their results.

OPS.1.1.6.A11  Using Anonymised or Pseudonymised Test Data [Data
Protection Officer, Tester] (B)

If production data containing sensitive information is used for software tests, it MUST be
appropriately protected during the testing. If this data contains personal information, it must
be anonymised at minimum. Personal test data SHOULD be completely anonymised if



possible. If references to persons could be derived from the test data, the Data Protection
Officer and (if applicable) the Employee Representatives MUST be consulted.

3.2. Standard Requirements

Along with the Basic Requirements above, the following requirements correspond to the state-
of-the-art technology for this module. They SHOULD be met as a matter of principle.

OPS.1.1.6.A6 Orderly Instruction of Software Testers [Process Owner] (S)

The Process Owner SHOULD inform software testers of the test types to be performed and the
software areas to be tested. Furthermore, the software testers SHOULD be informed of the use
cases and possible further requirements of the software.

OPS.1.1.6.A7 Selecting Software Testers [Human Resources Department,
Process Owner] (S)

Particular criteria SHOULD be considered when selecting software testers. Software testers
SHOULD have the required professional qualifications.

If custom software is to be reviewed at the source code level, the testers SHOULD have
sufficient expertise in the programming language and development environment to be tested.
The source code SHOULD NOT be reviewed exclusively by testers who were also involved in
the creation of the source code.

OPS.1.1.6.A8 ELIMINATED (S)

This requirement has been eliminated.

OPS.1.1.6.A9 ELIMINATED (S)

This requirement has been eliminated.

OPS.1.1.6.A10 Drawing Up an Acceptance Plan (S)

An acceptance plan SHOULD document the test types to be performed, the test cases
considered, and the expected results. Furthermore, the acceptance plan SHOULD include the
corresponding approval criteria. A procedure SHOULD be defined for the possibility of
approval being denied.

OPS.1.1.6.A12  Performing Regression Tests [Tester] (S)

Regression testing SHOULD be performed when software has been changed. It SHOULD check
whether previously existing security mechanisms and settings have been unintentionally
changed by the update. Regression tests SHOULD be performed in full and include extensions
and auxiliary resources. If test cases are omitted, this SHOULD be justified and documented.
The test cases carried out SHOULD be documented along with their results.

OPS.1.1.6.A13  Separating the Test Environment from the Production
Environment (S)

Software SHOULD only be tested in a test environment intended for this purpose. The test
environment SHOULD be operated separately from the production environment. The
architectures and mechanisms used in the test environment SHOULD be documented. The



documentation SHOULD also specify what is to be done with the test environment once the
software tests are complete.

OPS.1.1.6.A15 Verification of Installation and Related Documentation
[Tester] (S)

Software installations SHOULD be checked according to the rules for the installation and
configuration of software (see module APP.6 General Software). If available, the installation and
configuration documentation SHOULD also be checked.

3.3. Requirements in Case of Increased Protection Needs

The following section lists generic suggestions for this module with respect to requirements
that go beyond a level of protection based on the current state of the art. These SHOULD be
taken into account in the event of increased protection needs. Final specification is performed
within an individual risk analysis.

OPS.1.1.6.A14 Performing Penetration Tests [Tester] (H)

Penetration tests SHOULD be performed on applications and/or IT systems with increased
protection needs. A concept for penetration tests SHOULD be created. In addition to the
deployed test methods, the concept for penetration tests SHOULD document corresponding
success criteria.

Penetration tests SHOULD be performed in accordance with the framework conditions of the
penetration test concept. The vulnerabilities detected during penetration tests SHOULD be
classified and documented.

OPS.1.1.6.A16 Security Vetting of Testers (H)

If testers require access to particularly sensitive information, the organisation in question
SHOULD obtain evidence of their integrity and reputation. When dealing with classified
material, software testers SHOULD be subjected to security vetting in line with the German
Security Screening Act (SUG). The CISO SHOULD involve the organisation's Confidentiality
Officer or Security Representative in this regard.

4. Additional Information

4.1. Useful Resources

In ISO/IEC 27001:2013 (annex A.14, “System Acquisition, Development, and Maintenance”),
the International Organization for Standardization (ISO) specifies requirements for secure
system development (which also requires a test and approval process) and for test data. In
addition, the ISO has published the standard ISO/IEC 29119-2:2013, “Software and Systems
Engineering - Software Testing - Part 2: Test Processes”, which deals in detail with
requirements for software testing.

The BSI has published the study “Durchfiihrungskonzept fiir Penetrationstests”
[Implementation Concept for Penetration Tests], which can be used as a basis for penetration
tests, as well as the “BSI-Leitfiden zur Entwicklung sicherer Webanwendungen” [BSI



Guidelines for the Development of Secure Web Applications], which also includes software
tests.

In “The Standard of Good Practice for Information Security”, the Information Security Forum
(ISF) lists aspects of testing and approval for all relevant requirements (areas).

The National Institute of Standards and Technology provides guidelines for software testing in
NIST Publication 800-53, SA 11 ("Developer Security Testing and Evaluation").

The book The Art of Software Testing by Glenford J. Myers, Corey Sandler, and Tom Badgett
can be consulted on the subject of software testing.

The Common Vulnerability Scoring System can be used as a scoring system to classify the
severity of a vulnerability and thus present the results of software testing in terms of
information security.

5. Appendix: Cross-Reference Table
for Elementary Threats

Every requirement in this module can be used to derive security safeguards. Implementing
these safeguards will help mitigate the Elementary Threats (GO) which are relevant for the
issue or target object at hand. In the cross-reference table, each requirement of this module is
mapped to the relevant Elementary Threat(s).

This cross-reference table can thus be used to determine which Elementary Threats are
covered by which requirements. The letters in the second column indicate which key security
objectives are primarily addressed by each requirement. These key security objectives are
confidentiality (C), integrity (I), and availability (A).

The following Elementary Threats are relevant for module OPS.1.1.6 Software Tests and
Approvals.

G 0.14 Interception of Information / Espionage
G 0.18 Poor Planning or Lack of Adaptation

G 0.19 Disclosure of Sensitive Information

G 0.25 Failure of Devices or Systems

G 0.26 Malfunction of Devices or Systems

G 0.27 Lack of Resources

G 0.28 Software Vulnerabilities or Errors

G 0.32 Misuse of Authorisation

G 0.38 Misuse of Personal Information

G 0.41 Sabotage



G 0.45 Data Loss

G 0.46 Loss of Integrity of Sensitive Information



m Federal Office
7B~ 1 for Information Security

OPS.1.1.7 System Management

1. Description

1.1. Introduction

Reliable system management is a basic requirement for operating state-of-the-art networked
systems in a secure and efficient manner. To that end, system management activities must
fully integrate all the relevant systems at hand. Appropriate safeguards must also be
implemented to protect system management communication and infrastructure.

System management includes many important functions, such as system monitoring, system
configuration, event handling, and logging. Another important function is reporting, which
may be designed as a common platform for IT systems and network components.
Alternatively, it may be implemented in a dedicated manner as a uniform platform or as part
of individual system management components.

A system management solution consists of various system management components, such as
agents that are operated on an underlying system management infrastructure. This solution is
used to control the integrated systems to be managed via the corresponding interfaces of the
respective information domain. Overall, system management consists of the combination of
the solution, the underlying infrastructure, the systems to be managed, and corresponding
operations.

1.2. Objective

The objective of this module is to establish information security as an integral part of system
management. The module describes how system management can be set up and secured and
how the associated communication can be protected.

1.3. Scoping and Modelling

OPS.1.1.7 System Management must be applied to the system management solution that is
used in the information domain in question.



In order to create an IT-Grundschutz model for a specific information domain, all the modules
must be considered in their entirety. As a rule, several modules must be applied to the topic or
target object.

Among other topics, this module covers the following:

e The necessary system management components

e The conceptual tasks related to system management

e Logging from the point of view of system management
e Updating a system management solution

The following content is also significant, but dealt with elsewhere:

e Network management requirements (see NET.1.2 Network Management)

e Details regarding the protection of the underlying infrastructure and of IT systems to
be managed, in particular their management interfaces (see SYS.2 Desktop Systems)

e Logging and archiving concepts (see OPS.1.1.5 Logging, OPS.1.2.2 Archiving)

e Updates (e.g. with additional software) and agents (see OPS.1.1.3 Patch and Change
Management)

e User access to system management solutions (see ORP.4 Identity and Access
Management, as well as OPS.1.2.5 Remote Maintenance and OPS.1.1.2 Proper IT
Administration).

2. Threat Landscape

Since the IT-Grundschutz modules cannot address individual information domains, typical
scenarios are used to demonstrate the threat landscape. For module OPS.1.1.7 System
Management, the following specific threats and vulnerabilities are of particular importance.

2.1. Unauthorised Access to the System Management Solution

System management solutions are prime targets for attackers because they have a central
position and the required access rights to all the systems to be managed.

If attackers manage to access system management solutions, (e.g. through unpatched security
vulnerabilities), they can then control and reconfigure all the systems managed. They could
thus access sensitive information or disrupt services or managed systems. For example, a
company could centrally deploy configuration servers for a system management solution. An
unpatched vulnerability is then exploited in order to modify the configuration files so that the
managed systems install ransomware. As a result, all the systems managed by the system
management solution are encrypted.

2.2. Errors in Automation Functions for System Management

All the security objectives of the information systems being managed can be compromised by
faulty automated processes.



Errors in one or more automation functions, such as scripts, can render the systems being
managed inoperable or compromised. Because of the automated processes, a large number of
IT systems can quickly be compromised. Particularly critical IT systems can also be
compromised in short order in this way.

2.3. Unauthorised Interference in System Management
Communication

Accidental interference or targeted attacks on system management communications can
violate the integrity of managed IT systems and limit the availability of services or IT systems.

If system management communications are intercepted and manipulated, active systems can
be controlled in this way. Furthermore, the data transmitted to and from the systems may be
intercepted and viewed.

2.4. Insufficient Time Synchronisation of System Management
Components

Errors in time synchronisation can mask problems and events, making it difficult to detect
security incidents and data leaks, for example.

If the system time of system management components is insufficiently synchronised,
protocols that use time stamps to evaluate communication validity (for example) may be
disrupted by the differences in system time between the system management components
and the systems being managed.

In addition, it may not be possible to correlate system management logging data. Correlation
may also result in erroneous statements if time stamps only appear to match or differ due to
faulty synchronisation.

2.5. Incompatibility Between the Systems to Be Managed and the
System Management Solution

A system management solution that is not fully compatible can trigger malfunctions of the IT
systems to be managed and restrict their availability.

If the system management solution does not fully support the IT systems to be managed,
certain actions cannot be performed as planned. This risk can also arise when systems are
updated and management interfaces are changed.

2.6. Loss of Connection Between Users and the System Management
Solution

Lost connections can limit the availability of a system management solution.

If the connection between an administrator and the system management solution is disrupted,
IT systems may fail. In addition, troubleshooting and managing IT systems may become
difficult.



If a connection is lost or disrupted, cost-intensive security-related and time-critical work
cannot be carried out on time. It may not be possible to apply security updates or respond
appropriately to security incidents, for example.

2.7. Loss of Connection Between the System Management Solution
and Systems to be Managed

Lost connections to the systems to be managed can, in particular, impair the availability or
integrity of services in the corresponding information domain.

The extent and constellation of a lost connection determine whether services are impaired and
what damage can occur. It may be difficult to analyse the resulting error patterns or correct
the errors that occur.

2.8. Insufficient Coordination Between System Management and
Network Management

Uncoordinated actions in network management can have a negative impact on system
management. This can lead to inconsistencies in configuration between IT systems and
connecting networks. For example, lost connections in a network can trigger a large number
of subsequent events in the area of system management. These events can extend to
misconfigurations.

3. Requirements

The specific requirements of module OPS.1.1.7 System Management are listed below. The CISO
is responsible for ensuring that all requirements are met and verified according to the agreed
security concept. The CISO must always be involved in strategic decisions.

The IT-Grundschutz Compendium also defines additional roles to which appropriate
personnel should be assigned as required.

Responsibilities Roles

Overall responsibility | IT Operation Department
Further None

responsibilities

Exactly one role should have overall responsibility. There may also be further responsibilities. If
one of these additional roles is primarily responsible for the fulfilment of a requirement, this
role is listed in square brackets after the heading of the requirement.

3.1. Basic Requirements

For this module, the following requirements MUST be met as a matter of priority.



OPS.1.1.7.A1 Specification of System Management Requirements (B)

Requirements for system management infrastructure and processes MUST be specified. In so
doing, all the essential elements of system management MUST be taken into account. The
security aspects of system management MUST also be considered from the start.

In addition, the interfaces of the IT systems to be managed MUST be documented, in part to
ensure the compatibility of the system management solution at hand and the system(s) to be
managed.

OPS.1.1.7.A2 System Management Planning (B)

A system management solution and its underlying infrastructure MUST be planned
appropriately. At minimum, planning MUST include the following:

e A detailed requirements analysis

e A meaningful rough concept

e A comprehensive implementation plan

e Milestones for quality assurance and acceptance

All the issues mentioned in the corresponding requirements specification and role and access
control policy MUST be considered. The following aspects MUST be considered at minimum:

e Separation into appropriate areas for system management

e Access options to and by the system management solution

e System management authorisations on the systems to be managed

e Network connections for access to and by the system management solution
e Protocols for user access to the system management solution

e Protocols for communication between the system management solution and the
systems to be managed

e Requirements that management systems tools must fulfil

e Interfaces for forwarding collected event or alarm messages

e Logging (including the required interfaces to a centralised logging solution)
e Vendor and developer support over the planned deployment period

e The option to apply patches to the system management solution and the systems to be
managed

e Reporting and interfaces to overarching solutions
e Corresponding requirements to be fulfilled by the systems to be managed
OPS.1.1.7.A3 Time Synchronisation for System Management (B)

All the components of a system management solution, including the systems to be managed,
MUST be synchronised. System time MUST be synchronised for each system to be managed
and for the system management solution via appropriate protocols.



OPS.1.1.7.A4 Protection of System Management Communication (B)

As soon as a system management solution and the systems to be managed communicate via
productive infrastructure, secure protocols MUST be used for this purpose. If this is not
possible, a dedicated administration network (out-of-band management) MUST be used (see
NET.1.1 Network Architecture and Design). If this is also not possible, complementary security
mechanisms MUST be used at another level (e.g. tunnel mechanisms via encrypted VPN or
comparable solutions).

OPS.1.1.7.A5 Mutual Authentication Between the System Management
Solution and Systems to be Managed (B)

Authentication between a system management solution and the systems to be managed MUST
be two-way in nature. Authentication MUST be integrated into an overarching authentication
concept. Authentication MUST be performed using secure protocols.

OPS.1.1.7.A6 Securing Access to the System Management Solution (B)

User access to a system management solution MUST be secured through:

e Secure and appropriate authentication and authorisation of the user
e Secure encryption of transmitted data

An appropriate authentication method MUST be selected. The selection process MUST be
documented. The strength of the cryptographic methods and keys used MUST be regularly
reviewed and adjusted as needed.

The system management solution MUST use an authorisation component to ensure that users
can only perform actions for which they are authorised.

3.2. Standard Requirements

For module OPS.1.1.7 System Management, the following requirements correspond to the
state-of-the-art technology together with the Basic Requirements. They SHOULD be met as a
matter of principle.

OPS.1.1.7.A7 Definition of a Security Policy for System Management (S)

For system management, a security policy SHOULD be drawn up and continuously
maintained. All persons involved in system management SHOULD be familiar with the policy.
The security policy SHOULD be integral to their work. Regular and transparent reviews
SHOULD be conducted to ensure that the policy requirements are being implemented. The
results SHOULD be documented.

At minimum, the security policy SHOULD specify the following:

e The areas of system management that are to be realised via central management tools
and services

e The system management tasks that are to be realised in an automated manner

e Configuration management for the data managed by the system management solution,
e.g. versioning of configurations



e Specifications for network separation

e Specifications for access control

e Logging specifications

e Quality assurance specifications for the use of automation functions, e.g. scripts
e Specifications for protecting communication

e The basic operational rules for system management

e Specifications for coordination with network management, e.g. assignment of IP
addresses or DNS names

OPS.1.1.7.A8 Drawing Up a System Management Concept (S)

Based on the security policy drawn up for system management, a system management
concept SHOULD be established and continually maintained. In doing so, the following
minimum aspects SHOULD be taken into account as required:

e Methods, techniques, and tools for system management
e Protection of access and communication

e Protection at the network level, in particular the assignment of system management
components to security zones

e Scope of monitoring and alerting for each system to be managed
e Logging

e Automation, in particular the central distribution of configuration files to the systems
to be managed

e Specifications for the development and testing of automation functions
e Reporting chains in the event of malfunctions and security incidents

e Provisioning of system management information for other areas of the organisation in
question

e Integration of system management into contingency planning
e Required network transmission capacity of the system management solution

OPS.1.1.7.A9 Detailed and Implementation Planning for System Management
(S)

Detailed and implementation planning SHOULD be drawn up for system management
solutions. [t SHOULD consider all the items addressed in the respective security policy and
system management concept.

OPS.1.1.7.A10  Concept for Secure Operation of the System Management
Solution (S)

Based on the security policies and the system management concept at hand, a concept
SHOULD be drawn up for the secure operation of the system management solution and the
underlying infrastructure.



The manner in which the performance of other operative units can be integrated and
controlled SHOULD also be checked.

OPS.1.1.7.A11  Regular Gap Analysis Within the Framework of System
Management (S)

The IT Operation Department SHOULD regularly check the extent to which the data,
configurations, and scripts managed by the system management solution correspond to the
target state. At minimum, the following aspects SHOULD be checked in the gap analysis:

e The configuration of the system management solution
e The configuration of the systems to be managed
e The automation functions or scripts used

In the process, whether the aspects listed still meet the security policy and requirements
specification SHOULD be reviewed. A comparison SHOULD also be made to determine
whether the software version of the system management solution is up to date.

OPS.1.1.7.A12 Triggering Actions by the Central Components of the System
Management Solution (S)

Actions performed by a system management solution on the systems managed SHOULD be
triggered exclusively by the system management solution. For this purpose, only those
management functions of the system management solution and the systems to be managed
that are actually needed SHOULD be activated.

OPS.1.1.7.A13 Commitment to the Use of Designated Interfaces for System
Management (S)

Management access to systems to be managed SHOULD only be obtained through the
designated interfaces of the respective system management solution. If direct access is
necessary to the systems to be managed (e.g. after a failure of one of these systems), both the
direct access and all changes made in this context SHOULD be documented and entered into
the system management solution to the extent necessary.

OPS.1.1.7.A14  Central Configuration Management for Systems to be
Managed (S)

Software and configuration data for systems to be managed SHOULD be consistently managed
in a configuration management system that provides versioning and change tracking. The
associated documentation for configuration management SHOULD be complete and up to
date at all times. The documentation required for this SHOULD be securely available from a
central point and integrated into backup processes. The central configuration management
used for this purpose SHOULD be maintained continuously and audited regularly.

All interfaces between the system management solution and other applications and services
SHOULD be documented and fully managed in a configuration management solution.
Functional changes to the interfaces SHOULD be coordinated between the relevant
operational areas at an early stage and documented accordingly.



Configuration data for the systems being managed SHOULD be automatically distributed
across the network, and it SHOULD be possible to install and activate it without interrupting
operations.

OPS.1.1.7.A15 Status Monitoring, Logging, and Alerting of Relevant Events in
the System Management Solution and the Systems to be Managed (S)

The basic performance and availability parameters of a system management solution and the
systems to be managed SHOULD be continuously monitored. For this purpose, the respective
threshold values SHOULD be determined in advance (baselining). If defined threshold values

are exceeded, the responsible personnel SHOULD be notified automatically.

For better error analysis, information from the status monitoring of other areas (e.g. from a
separate “Networks” area) SHOULD also be considered to find the exact cause of disruptions.

Important events on systems to be managed and on the system management solution
SHOULD be automatically transmitted to a central logging infrastructure and logged there (see
OPS.1.1.5 Logging).

Important events SHOULD be defined for the following aspects at minimum:

e Failure or inaccessibility of systems to be managed

e Failure or inaccessibility of system management components
e Hardware malfunctions

e Login attempts on the system management solution

e Login attempts on systems to be managed

e (Critical states or overload of the system management solution
e (Critical states or overloads of systems to be managed

Event messages and logging data SHOULD be transmitted to a central logging system. Alarm
messages SHOULD be transmitted as soon as they occur.

OPS.1.1.7.A16  Integration of System Management into Contingency
Planning (S)

A system management solution SHOULD be integrated into its organisation’s contingency
planning. To accomplish this, both the system management solution and the configurations of
the systems being managed SHOULD be secured and integrated into restoration of service
plans.

OPS.1.1.7.A17  Control of System Management Communication (S)

Communications between users and a systems management solution, as well as between the
system management solution and the IT systems being managed, SHOULD be limited to
strictly necessary connections using appropriate filtering techniques.

OPS.1.1.7.A18 System State Verification (S)

The consistency between a system's actual state and the state assumed by the corresponding
system management solution SHOULD be checked regularly. If discrepancies are found, the
state assumed by the system management solution SHOULD be restored.



OPS.1.1.7.A19 Securing System Management Communications Between the
System Management Solution and the Systems Being Managed (S)

System management communications between a system management solution and the
systems to be managed SHOULD always be encrypted. The strength of the cryptographic
procedures and keys used SHOULD be checked at regular intervals and adjusted as necessary.

3.3. Requirements in Case of Increased Protection Needs

The following section lists generic suggestions for this module with respect to requirements
that go beyond a level of protection based on the current state of the art. These SHOULD be
taken into account in the event of increased protection needs. Final specification is performed
within an individual risk analysis.

OPS.1.1.7.A20 Implementing System Management Solutions for High
Availability (H)

A central system management solution SHOULD be operated in a manner that ensures high
availability. To this end, the servers and tools used for the system management solution
(including their network connections) SHOULD be designed redundantly.

OPS.1.1.7.A21  Physical Separation of the Central System Management
Network (H)

An organisation's management network for system management SHOULD be physically
separated from its functional (and especially its productive) networks.

OPS.1.1.7.A22  Integration of System Management into Automated
Detection Systems (S)

The logging of security-relevant events in system management SHOULD be integrated into a

security information and event management (SIEM). The events to be forwarded to the SIEM
SHOULD be comprehensibly defined.

The requirements catalogue for selecting a system management solution SHOULD specify the
necessary interfaces and transfer formats.

A system management solution SHOULD be monitored in an automated manner by a security
vulnerability detection system.

OPS.1.1.7.A23 Cross-Site Time Synchronisation for System Management (H)

Time synchronisation SHOULD be ensured for both an organisation's system management
solution and the systems being managed across all its sites. A common reference time
SHOULD be used for this purpose.

OPS.1.1.7.A24 Automated Checking of Security-Relevant Configurations by
Suitable Detection Systems (H)
Security-relevant configurations of a system management solution and the systems to be

managed SHOULD be regularly checked by suitable detection systems for deviations from the
target state and for potential vulnerabilities.



OPS.1.1.7.A25 Logging and Regulation of System Management Meetings (H)

Session content, particularly user activity on a system management solution and all instances
of direct access to systems to be managed, SHOULD be continuously logged and regulated by a
technical solution. Command-level activities (i.e. manual and automated commands)
SHOULD be monitored and prevented if necessary.

During monitoring, alerts SHOULD be raised not only in the event of specific rule violations,
but also in case of anomalies in user behaviour.

OPS.1.1.7.A26 Decoupling of Access to the System Management Solution (H)

All administrative access to a system management solution SHOULD be secured through the
use of jump servers.

4. Additional Information

4.1. Useful Resources

No further information is available for module OPS.1.1.7 System Management.

5. Appendix: Cross-Reference Table
for Elementary Threats

Every requirement in this module can be used to derive security safeguards. Implementing
these safeguards will help mitigate the Elementary Threats (GO) which are relevant for the
issue or target object at hand. In the cross-reference table, each requirement of this module is
mapped to the relevant Elementary Threat(s).

This cross-reference table can thus be used to determine which Elementary Threats are
covered by which requirements. The letters in the second column indicate which key security
objectives are primarily addressed by each requirement. These key security objectives are
confidentiality (C), integrity (I), and availability (A).

The following Elementary Threats are relevant for module OPS.1.1.7 System Management:
G 0.9 Failure or Disruption of Communication Networks

G 0.15 Eavesdropping

G 0.18 Poor Planning or Lack of Adaptation

G 0.19 Disclosure of Sensitive Information

G 0.21 Manipulation of Hardware or Software

G 0.22 Manipulation of Information

G 0.23 Unauthorised Access to IT Systems



G 0.25 Failure of Devices or Systems

G 0.26 Malfunction of Devices or Systems

G 0.27 Lack of Resources

G 0.29 Violation of Laws or Regulations

G 0.30 Unauthorised Use or Administration of Devices and Systems
G 0.31 Incorrect Use or Administration of Devices and Systems

G 0.32 Misuse of Authorisation

G 0.37 Repudiation of Actions

G 0.43 Attack with Specially Crafted Messages

G 0.45 Data Loss

G 0.46 Loss of Integrity of Sensitive Information
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OPS.1.2.2 Archiving

1. Description

1.1. Introduction

Archiving plays a special role in the document management process. On the one hand, digital
documents are expected to be available until the end of a specified retention period. On the
other, their confidentiality and integrity need to be preserved. In addition, the context must be
maintained so that the respective stored sequence can be reconstructed.

For the entire duration of long-term storage, corresponding safeguards for information
maintenance and, if required, measures for maintaining evidence must therefore be
implemented.

The German IT terms for “electronic archiving” and “electronic long-term storage” are
sometimes used synonymously. For better clarity, the terms “archiving” and “digital long-term
archive” are used in this module. An IT process for storing electronic documents is referred to
as an “archive system”, “digital archive”, or “long-term storage”. The retention period of
documents depends on the applicable legal regulations and other requirements, as well as on
the purpose of the data involved.

In this module, the term “documents” includes data and digital documents unless these are
expressly used with a differing meaning.

From a German legal perspective, the term “archiving” is substantiated and documented by
the federal and state archiving laws. "Archiving" in the legally correct sense refers solely to
government documents. It refers to how the documents of an authority are to be segregated
and preserved by a competent governmental facility (Federal Archive) for an unlimited period
of time as soon as they are no longer needed for the purposes of that authority (see Articles 1
and 2 of the German Federal Archives Act (BArchG)). This type of archiving should
distinguished from the time-limited retention considered in this module.



1.2. Objective

This module describes how digital documents can be securely archived for the long term such
that they are reproducible and cannot be changed. To this end, it defines requirements that
can be used to securely plan, implement, and operate an archive system.

The storage of paper documents is not considered in this module, but requirements are made
as to how these can be digitised and archived.

1.3. Scoping and Modelling

Module OPS.1.2.2 Archiving must be applied once to any information domain that involves
long-term archiving of electronic documents. Long-term archiving may be necessary due to
external or internal requirements, or a system for long-term archiving of electronic
documents may already be in operation.

This module does not deal with archiving for an unlimited period of time in the sense of
Germany's federal and state archive laws.

It describes security safeguards with which electronic documents can be stored and preserved
for the long term within the framework of the applicable retention periods. Safeguards for
operative backups are not addressed in this module. Requirements in this regard are covered
in CON.3 Backup Concept.

Long-term digital storage consists of individual components, such as a database. Detailed
descriptions of how such components can be operated securely are not covered in this
module. The requirements of the corresponding modules, such as APP.4.3 Relational Database
Systems, SYS.1.1 General Server, and SYS.1.8 Storage Systems should be considered in this
regard.

2. Threat Landscape

For module OPS.1.2.2 Archiving, the following specific threats and vulnerabilities are of
particular importance:

2.1. Obsolescence of Archive Systems

Archived data should typically remain stored over a very long period of time. During this
period, the underlying technical system components, storage media, and data formats may age
physically or technically and become useless. Compatibility issues with the data formats used
can arise over the course of time, for example.

If there is no response to the ageing process, it should be assumed that archived raw data will
be no longer readable from archive media in the long term. Archived data can also be changed
due to physical errors in archive systems and archiving media.



2.2. Inadequate Indexing Keys for Archives

Electronic archives may contain very large amounts of data. In such cases, the individual
datasets are stored in accordance with certain indexing keys, which is where a distinction must
be made between business application index data and archive system index data. If unsuitable
classification criteria are used, it may be difficult or impossible to search for archived
documents. It may also be impossible to clearly determine the semantics of documents.
Furthermore, an unsuitable or limited selection of classification criteria could thwart the
objectives of preservation (e.g. the ability to provide evidence to third parties).

2.3. Unauthorised Archive Access due to Insufficient Logging

Unauthorised archive access is normally discovered with the help of log files. If logging is not
performed to the required extent, such access attempts may not be detected. As a consequence,
attackers might obtain stored information without this being noticed and copy or change the
information, for example.

2.4. Inadequate Transfer of Paper-Based Data to an Electronic Archive

When scanning documents, the appearance or semantics of the data recorded may be
compromised or documents may even be lost. As a result, the information in a document
could be misinterpreted and miscalculated, such as if important parts of the document or the
document batch are forgotten during scanning.

2.5. Insufficient Renewal of Cryptographic Procedures During
Archiving

Cryptographic methods used for signatures, seals, time stamps, technical evidence records, or
encryptions, for example, must be regularly adapted to the current state of the art in order to
retain their protective effect. If this is neglected, the integrity of documents can no longer be
guaranteed (e.g. due to an outdated and insecure signature). Furthermore, a file may not be
admitted as evidence in court even if the document itself is still completely correct. The
confidentiality of an encrypted document can also be lost this way.

2.6. Insufficient Archiving Audits

If the archiving process is audited too infrequently or inaccurately, malfunctions may not be
detected. The integrity of the archived documents themselves may thus be called into
question. This may result in legal and economic disadvantages for the organisation in
question. A file might not be admissible as evidence in court, for example, because it cannot be
ruled out that the file has been manipulated.

2.7. Violation of Legal Framework Conditions Regarding the Use of
Archive Systems

When archiving electronic documents, different legal framework conditions must be
observed. If these are not met, this may have civil or criminal consequences-for example, in



cases involving minimum retention periods pertaining to tax-related or budgetary
requirements.

3. Requirements

The specific requirements of module OPS.1.2.2 Archiving are listed below. As a matter of
principle, the Process Owner is responsible for compliance with the requirements. The Chief
Information Security Officer (CISO) must always be involved in strategic decisions.
Furthermore, the CISO is responsible for ensuring that all requirements are met and verified
according to the agreed security concept. There can be additional roles with further
responsibilities for the implementation of requirements. They are listed explicitly in square
brackets in the header of the respective requirements.

Responsibilities Roles

Overall responsibility [Process Owner

Further User, IT Operation Department
responsibilities

3.1. Basic Requirements

For module OPS.1.2.2 Archiving, the following requirements MUST be met as a matter of
priority:

OPS.1.2.2.A1 Determining Parameters for Electronic Archiving (B)

Before methods and products for electronic archiving are chosen, the technical, legal and
organisational influencing factors MUST be determined and documented. The results MUST
be incorporated into the archiving concept in question.

OPS.1.2.2.A2 Drawing up an Archiving Concept (B)

The aims to be achieved through archiving MUST be defined. In particular, this MUST take
into consideration the rules to be followed, the employees who will be responsible, and the
desired scope of functions and services.

The results MUST be documented in an archiving concept. The Top Management MUST be
involved in this process. The archiving concept MUST be adapted to the current circumstances
at regular intervals.

OPS.1.2.2.A3 Appropriate Installation of Archive Systems and Storage of
Archive Media [IT Operation Department] (B)

The IT components of an archive system MUST be installed in secured rooms. It MUST be
ensured that only authorised persons may access the rooms. Archive storage media MUST be
stored appropriately.



OPS.1.2.2.A4 Consistent Indexing of Data During Archiving [IT Operation
Department, User] (B)

All the data, documents, and records stored in an archive MUST be uniquely indexed. To this
end, the desired structure and extent of an archive's index information MUST be defined in
the design phase.

OPS.1.2.2.A5 Regular Regeneration of Archived Data [IT Operation
Department] (B)

The following MUST be ensured over the entire archiving period in question:

e the data format used can be processed by the applications used

o the data stored can be read and reproduced in the future in such a way that semantics and
significance can be maintained

e the file system used on the storage medium can be processed by all the components
involved

e the storage media can be read at any time without technical issues

e the cryptographic methods used for encryption and the preservation of legal relevance by
means of digital signatures, seals, time stamps, or technical evidence records correspond to
the state of the art

OPS.1.2.2.A6 Protection of the Integrity of the Index Database of Archive
Systems [IT Operation Department] (B)
The integrity of index databases MUST be safeguarded and verifiable. In addition, index

databases MUST be backed up regularly. It MUST be possible to restore the backups. Medium-
sized and large archives SHOULD have redundant index databases.

OPS.1.2.2.A7 Regular Backups of System and Archive Data [IT Operation
Department] (B)

All archive data, the related index databases, and the system data MUST be backed up at
regular intervals (see CON.3 Backup Concept).

OPS.1.2.2.A8 Logging Archival Access [IT Operation Department] (B)

All attempts to access electronic archives MUST be logged. To this end, dates, times, users,
client systems, the actions performed, and any error messages SHOULD be recorded. The
archiving concept in question SHOULD specify how long the log data should be retained.

The log data for archive access SHOULD be evaluated regularly. In so doing, the internal
specifications of the organisation at hand SHOULD be taken into account.

The specific staff members to whom specific events (e.g. system errors, timeouts, and the
copying of records) should be displayed SHOULD also be defined. Critical events SHOULD be
evaluated and, if required, escalated immediately once they are detected.



OPS.1.2.2.A9 Selection of Suitable Data Formats for Archiving Documents
[IT Operation Department] (B)

A suitable data format MUST be selected for archiving. It MUST ensure that archived data and
selected features of the initial document medium can be reproduced in the long term in a
format that is true to the original.

It MUST be possible to unambiguously interpret and electronically process the document
structure of the selected data format. The syntax and semantics of the data formats used
SHOULD be documented and published by a standardisation organisation. A loss-free image
compression method SHOULD be used for evidential and audit-compliant archiving.

3.2. Standard Requirements

For module OPS.1.2.2 Archiving, the following requirements correspond to the state-of-the-art
technology together with the Basic Requirements. They SHOULD be met as a matter of
principle.

OPS.1.2.2.A10 Drawing Up a Policy for Using Archive Systems [IT Operation
Department] (S)

It SHOULD be ensured that employees use archive systems as prescribed in the applicable
archiving concept. To this end, an administration and user policy SHOULD be drawn up. The
administration policy SHOULD cover the following items:

e assignment of responsibility for operation and administration

e agreements regarding performance parameters during operation (including service level
agreements)

e terms regarding the assignment of site and data access rights

e terms regarding the assignment of access rights to the services provided by the archive
e regulations regarding the handling of archived data and archive media

e monitoring of the archive system and the related environmental conditions

e rules on backups

e rulesonlogging

e separation of producers and consumers (OAIS model)

OPS.1.2.2.A11 Instruction Regarding the Administration and Operation of
the Archive System [IT Operation Department, User] (S)

Users and the responsible employees in the IT Operation Department SHOULD be trained in
their areas of responsibility.

The training of IT Operation Department employees SHOULD cover the following subjects:

e system architecture and security mechanisms of the archive system used and the
underlying operating system

e installation and operation of the archive system and handling of archive media

e documentation of administrative activities



e escalation procedures

The user training SHOULD cover the following subjects:

e handling the archive system

e operating the archive system

e legal framework conditions of archiving

The completion of these training courses and the names of those who attend SHOULD be

documented.

OPS.1.2.2.A12 Monitoring of Storage Resources for Archive Media [IT
Operation Department] (S)

The capacity available in archive media SHOULD be monitored continuously. Once it has
fallen below a defined threshold, a responsible employee MUST be alerted automatically. The
alert SHOULD be role-based. A sufficient number of empty archive media MUST be available
on short notice at any point in time to prevent storage bottlenecks.

OPS.1.2.2.A13  Regular Auditing of Archiving Processes (S)

Whether archiving processes are still working correctly and properly SHOULD be checked
regularly. A checklist SHOULD be drawn up for this that includes questions regarding
responsibilities, organisational processes, use of archiving, the redundancy of archived data,
administration, and technical assessment of the archive system. The audit results SHOULD be
documented transparently and compared against the target condition. Deviations SHOULD be
investigated.

OPS.1.2.2.A14  Regular Observation of the Market for Archive Systems [IT
Operation Department] (S)

The market for archive systems SHOULD be observed regularly and systematically. Among
other aspects, the following criteria SHOULD be taken into account:

e changes in standards

e instances in which hardware and software manufacturers move to different technologies
e published security gaps or vulnerabilities

e cases in which the security of cryptographic algorithms becomes compromised

OPS.1.2.2.A15 Regular Processing of Cryptographically Secured Data
During Archiving [IT Operation Department] (S)

Developments in the field of cryptography should be continuously monitored to assess the
ongoing reliability and security of a given algorithm (see also OPS.1.2.2.A20 Appropriate Use of
Cryptographic Procedures During Archiving).

Archive data that has been secured using cryptographic procedures that will no longer be
suitable for securing in the foreseeable future SHOULD be re-secured in good time using
suitable procedures.



OPS.1.2.2.A16  Regular Renewal of Technical Archive System Components
[IT Operation Department] (S)

Archive systems SHOULD be kept in line with the current state of the art over long periods of
time. New hardware and software SHOULD be tested comprehensively before being installed
in a running archive system. When commissioning new components or introducing new file
formats, a migration concept SHOULD be drawn up. This concept SHOULD describe all
changes, tests, and expected test results. Conversion of the individual data sets SHOULD be
documented (using a transfer note).

When converting archive data to new formats, it SHOULD be checked whether the data must
also be archived in its initial format as a consequence of legal requirements.

OPS.1.2.2.A17  Selecting a Suitable Archiving System [IT Operation
Department] (S)

A new archive system SHOULD always be selected on the basis of the specifications
mentioned in the archiving concept in question. It SHOULD meet the requirements
formulated in this concept.

OPS.1.2.2.A18  Using Appropriate Archive Media [IT Operation Department]
(S)

Appropriate media SHOULD be selected and used for archiving. In doing so, the following
aspects should be considered:

e the data volumes to be archived

e the average access times

e the average number of simultaneous users accessing the archive system

The archive media SHOULD also meet the requirements of long-term archiving with regard to

audit compliance and useful life.

OPS.1.2.2.A19  Regular Function and Recovery Tests for Archiving [IT
Operation Department] (S)

Regular function and recovery tests SHOULD be performed for archiving. The readability and
integrity of archived storage media SHOULD be checked at least once a year. Appropriate
processes SHOULD be defined for troubleshooting.

Furthermore, the hardware components of archive systems SHOULD be checked for sound
functionality at regular intervals. Whether all archiving processes work without any errors
SHOULD also be checked regularly.

3.3. Requirements in Case of Increased Protection Needs

Generic suggestions for module OPS.1.2.2 Archiving are listed below for requirements which
go beyond the standard level of protection. These SHOULD be taken into account IN THE
EVENT OF INCREASED PROTECTION NEEDS. Final specification is performed within a risk
analysis.



OPS.1.2.2.A20  Appropriate Use of Cryptographic Methods for Archiving [IT
Operation Department] (H)

To cover long retention periods, archive data SHOULD only be secured with cryptographic
procedures that are based on current standards.

OPS.1.2.2.A21  Transfer of Paper-based Data to Electronic Archives (H)

If documents on paper are digitised and transferred to an electronic archive, it SHOULD be
ensured that the digital copy matches the original document in terms of its images and
content.

4. Additional Information

4.1. Useful resources

In its publication “Bekanntmachung zur elektronischen Signatur nach dem Signaturgesetz
und der Signaturverordnung: Auflistung geeigneter Algorithmen und Parameter”
[Announcement on Electronic Signatures Under the Digital Signature Act and the Digital
Signature Ordinance: List of Suitable Algorithms and Parameters], the Federal Network
Agency for Electricity, Gas, Telecommunications, Post and Railway (BnetzA) lists algorithms
and parameters that have been classified as suitable.

The German Institute for Standardisation (DIN) defines criteria for trustworthy digital long-
term archives in DIN 31644:2012-04, “Information and Documentation — Criteria for
Trustworthy Digital Archives”. DIN 31647:2015-05, “Information and Documentation -
Preservation of Evidence in Cryptographically Signed Documents”, defines technical and
security requirements for the long-term storage of digitally signed documents while
preserving the legal force of digital signatures.

In its technical guideline BSI TR-03138, "RESISCAN: Replacement Scanning”, the BSI has
compiled the security-relevant technical and organisational measures that must be taken into
account for replacement scanning.

In the technical guideline BSI TR-03125, "TR-ESOR: Preservation of Evidence in
Cryptographically Signed Documents” (including its annexes), the BSI provides a guideline
that describes how electronically signed data and documents can be stored in a trustworthy
manner—that is, in the sense of the legally effective preservation of evidential value—over long
periods of time until the end of the respective retention periods.

5. Appendix: Cross-Reference Table
for Elementary Threats

This cross-reference table lists the Elementary Threats with which the requirements of this
module are associated. This table can be used to determine which Elementary Threats are
covered by which requirements. Implementing the security safeguards derived from the



requirements will help mitigate the corresponding Elementary Threats. The letters in the
second column (C = confidentiality, I = integrity, A = availability) indicate which key security
objectives are primarily addressed by each requirement. The following Elementary Threats are
relevant for module OPS.1.2.2 Archiving.

G 0.2 Unfavourable Climatic Conditions

G 0.4 Pollution, Dust, Corrosion

G 0.14 Interception of Information / Espionage

G 0.18 Poor Planning or Lack of Adaptation

G 0.19 Disclosure of Sensitive Information

G 0.22 Manipulation of Information

G 0.25 Failure of Devices or Systems

G 0.26 Malfunction of Devices or Systems

G 0.28 Software Vulnerabilities or Errors

G 0.29 Violation of Laws or Regulations

G 0.30 Unauthorised Use or Administration of Devices and Systems
G 0.31 Incorrect Use or Administration of Devices and Systems
G 0.37 Repudiation of Actions

G 0.45 Data Loss

G 0.46 Loss of Integrity of Sensitive Information
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OPS.1.2.4 Teleworking

1. Description

1.1. Introduction

Teleworking is understood to refer to all tasks that are performed in part or entirely outside of
the business premises and buildings of an employer using information and communication
technology. In home-based teleworking, employees regularly alternate between a home office
and the workplace of their employer on a daily or hourly basis.

1.2. Objective

The objective of this module is to protect information that is stored, processed, and
transmitted during teleworking. To this end, it presents typical threats and defines special
requirements for secure teleworking.

1.3. Scoping and Modelling

Module OPS.1.2.4 Teleworking must be applied to every teleworking location.

This module concentrates on the form of teleworking that occurs in the home environment
(home-based teleworking). It is assumed that a secure telecommunication link is available
between a given home workstation and the corresponding organisation to allow suitable
information to be exchanged and data to be accessed on the organisation's servers. The
requirements of this module cover the following three areas:

e the organisation of teleworking
e the employee's workstation computer

e the communication link between the teleworking computer and the organisation in
question

Security requirements for the infrastructure of teleworking locations are not included in this
module; these are described in module INF.8 Working from Home. Requirements for non-fixed
workplaces can be found in module INF.9 Mobile Workplace.



Detailed recommendations on how to configure and secure IT systems are not covered by this
module. Information on this is included in SYS.2.1 General Client, as well as in the operating-
system-specific modules. Other security aspects relevant to teleworking, such as for WLAN,
are considered in the modules of the sublayers NET.2 Radio Networks and NET.4
Telecommunication.

If data modified during telework is not stored directly on the organisation's IT systems, the
requirements for carrying out backups must be specified. Corresponding requirements are
included in module CON.3 Backup Concept.

2. Threat Landscape

For module OPS.1.2.4 Teleworking, the following specific threats and vulnerabilities are of
particular importance:

2.1. Insufficient Rules for Teleworking Locations

The use of teleworking locations requires supplementary organisational agreements between
employees and supervisors. In addition, employees and supervisors need to know what to do
should security-relevant incidents occur in teleworking locations. If, for example, confidential
information falls into the hands of third parties, an organisation can incur serious damage.

2.2. Unauthorised Private Use of Teleworking Computers

It is easier to use untested and unapproved hardware or software in the home environment.
Doing so carelessly can, however, allow malware to access a teleworking computer (for
example). This could compromise confidential information.

2.3. Delays Caused by Temporarily Restricted Availability of
Employees

If an employee does not have fixed working hours when teleworking and no fixed times have
been agreed when they must be available, this can cause delays in work processes.

2.4. Poor Integration of Employees into the Information Flow

Since teleworking employees do not work at their organisation every day, they have fewer
opportunities to participate in direct exchanges of information with supervisors and work
colleagues. Information that is passed on verbally may be delayed or may not reach
teleworkers at all. This can disrupt workflows and operational processes and limit these
employees' productivity.

2.5. Non-Compliance with Security Safeguards

In teleworking locations, a lack of monitoring capabilities (for example) may result in
employees failing to implement some or all of the recommended or required security



safeguards. This can result in confidential information falling into the hands of third parties,
for instance.

3. Requirements

The specific requirements of module OPS.1.2.4 Teleworking are listed below. As a matter of
principle, the Chief Information Security Officer (CISO) is responsible for ensuring that all
requirements are met and verified according to the agreed security concept. There can be
additional roles with further responsibilities for the implementation of requirements. They are
listed explicitly in square brackets in the header of the respective requirements.

Responsibilities Roles

Overall responsibility |Chief Information Security Officer (CISO)

Further Employee, IT Operation Department, Supervisor, Human Resources
responsibilities Department

3.1. Basic Requirements

For module OPS.1.2.4 Teleworking, the following requirements MUST be met as a matter of
priority:

OPS.1.2.4.A1 Rules on Teleworking [Supervisor, Human Resources
Department] (B)

All the relevant aspects of teleworking MUST be specified. The applicable rules or a
corresponding leaflet explaining the security safeguards to be considered MUST be provided
to teleworkers. Contentious points MUST be clarified in employment agreements or separate
agreements between the employee and employer as a supplement to their employment
contract. The rules MUST be updated at regular intervals.

OPS.1.2.4.A2 Security-Related Requirements for Teleworking Computers
(B)

Security-related requirements MUST be defined that IT systems must meet for teleworking.

It MUST be ensured that only authorised persons have access to teleworking computers.
Moreover, teleworking computers MUST be protected so that they can be used only for
authorised purposes.

OPS.1.24.A3 ELIMINATED (B)

This requirement has been eliminated.

OPS.1.24.A4 ELIMINATED (B)

This requirement has been eliminated.

OPS.1.2.4.A5 Employee Awareness and Training (B)

Employees MUST be made aware of the risks connected to teleworking by means of a guide.
Furthermore, they MUST be instructed in the corresponding security safeguards of their



organisation and trained in how to deal with them. Training and awareness safeguards for
employees SHOULD be repeated at regular intervals.

3.2. Standard Requirements

For module OPS.1.2.4 Teleworking, the following requirements correspond to the state-of-the-
art technology together with the Basic Requirements. They SHOULD be met as a matter of
principle.

OPS.1.2.4.A6 Creating a Security Concept for Teleworking (S)

A security concept for teleworking that describes the security objectives, protection needs,
security requirements, and risks involved SHOULD be drawn up. The concept SHOULD be
reviewed and updated regularly. The security concept for teleworking SHOULD be
coordinated with the overall security concept of the organisation in question.

OPS.1.2.4.A7 Regulations on Using Communication Capabilities for
Teleworking [IT Operation Department, Employee] (S)

Clear rules SHOULD be specified regarding which communication capabilities may be used
under which general framework conditions for the purpose of teleworking. There SHOULD be
rules regarding the professional and private use of Internet services when teleworking. Here, it
SHOULD also be clarified whether private use is generally allowed or prevented.

OPS.1.2.4.A8 Flow of Information Between Employees and Organisations
[Supervisor, Employee] (S)

A regular in-house exchange of information SHOULD be ensured between teleworking
employees and organisations. All employees SHOULD be informed about changed security
requirements and other security-relevant aspects in a timely manner. All the colleagues of
teleworking employees SHOULD know when and where these employees can be contacted.
Technical and organisational teleworking rules on the performance of tasks, security
incidents, and other problems SHOULD be specified and communicated to employees.

OPS.1.2.4.A9 Support and Maintenance Concept for Teleworking
Locations [IT Operation Department, Employee] (S)

A special support and maintenance concept SHOULD be drawn up for teleworking locations.
This concept SHOULD specify the following aspects: contact persons for user services,
maintenance dates, remote maintenance, transport of IT devices, and the introduction of
standard teleworking computers. Contact persons for hardware and software problems
SHOULD be named to help ensure that employees can continue to work.

OPS.1.24.A10  Analysis of Teleworking Location Requirements [IT
Operation Department] (S)

A requirements analysis SHOULD be performed before setting up a teleworking location. It
SHOULD include the hardware and software components required for teleworking locations.
The requirements for each teleworking location SHOULD be agreed with the persons in
charge of IT. The protection needs of the information processed at teleworking locations
SHOULD always be determined and documented.



3.3. Requirements in Case of Increased Protection Needs

No requirements with increased protection needs are defined for module OPS.1.2.4
Teleworking.

4. Additional Information

4.1. Useful Resources

The International Organization for Standardization (ISO) provides information on how to deal
with teleworking in the standard ISO/IEC 27001:2013, especially in annex A, A.6.2.1 (“Mobile
Device Policy”) and A.11.2.6 (“Security of Equipment and Assets Off-Premises”.

The Information Security Forum (ISF) also provides guidelines on teleworking in “The
Standard of Good Practice for Information Security”, especially in Area PA2 ("Mobile
Computing").

The National Institute of Standards and Technology (NIST) has published NIST Special
Publication 800-46, “Guide to Enterprise Telework, Remote Access, and Bring Your Own
Device (BYOD) Security”.

5. Appendix: Cross-Reference Table
for Elementary Threats

This cross-reference table lists the Elementary Threats with which the requirements of this
module are associated. This table can be used to determine which Elementary Threats are
covered by which requirements. Implementing the security safeguards derived from the
requirements will help mitigate the corresponding Elementary Threats. The letters in the
second column (C = confidentiality, I = integrity, A = availability) indicate which key security
objectives are primarily addressed by each requirement. The following Elementary Threats are
relevant for module OPS.1.2.4 Teleworking.

G 0.14 Interception of Information / Espionage
G 0.18 Poor Planning or Lack of Adaptation

G 0.19 Disclosure of Sensitive Information

G 0.21 Manipulation of Hardware or Software
G 0.22 Manipulation of Information

G 0.23 Unauthorised Access to IT Systems

G 0.24 Destruction of Devices or Storage Media

G 0.25 Failure of Devices or Systems



G 0.30 Unauthorised Use or Administration of Devices and Systems
G 0.31 Incorrect Use or Administration of Devices and Systems

G 0.32 Misuse of Authorisation

G 0.33 Shortage of Personnel

G 0.40 Denial of Service

G 0.45 Data Loss

G 0.46 Loss of Integrity of Sensitive Information
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OPS.1.2.5 Remote Maintenance

1. Description

1.1. Introduction

The term remote maintenance refers to when an external IT system is used to access IT
systems and the applications running on them. This access can facilitate configuration,
maintenance, or repair work, for example.

There are different ways to carry out remote maintenance. Remote client maintenance often
involves transmitting the keyboard and mouse signals from an administrator's IT system to a
remote IT system. The remote IT system then transmits its screen output back to the
administrator's IT system. The administrator can thus perform actions on the remote IT
system as if they were on site (active remote maintenance). In the case of remote server
maintenance, the input and output of a console is often transmitted.

In passive remote maintenance, only the screen contents of an IT system are transmitted to an
administrator. The administrator gives instructions to a user on site, who carries them out
under the administrator's supervision. However, this approach usually proves to be very time-
consuming and cumbersome in practice, which is why IT departments are often granted full
access to IT systems.

Since many IT systems are located beyond the reach of their administrators (e.g. in remote
data centres, industrial facilities, or an off-site location without IT staff), remote maintenance
is used in many organisations. Remote maintenance often involves accessing an organisation's
internal IT systems and applications through insecure networks. Because of the far-reaching
possibilities for intervention in these IT systems and applications, securing remote
maintenance components is particularly important.

1.2. Objective

The aim of this module is to protect information that is stored, processed, and transmitted
during remote maintenance, along with the remote maintenance interfaces of IT systems. For
this purpose, it presents requirements that relate equally to the functions of active and passive
remote maintenance.



1.3. Scoping and Modelling

This module must be applied to all the target objects for which remote maintenance is used in
the information domain under consideration.

[t covers remote maintenance mainly from the point of view of an IT department and
provides advice for administrators on how remote maintenance may be used. It is important
that information security be guaranteed holistically in all lifecycle phases. The security aspects
of the communication links and the authentication mechanisms used, along with the
protection of remote maintenance access, are important components of the module.
Nevertheless, it does not cover all the relevant aspects of the business processes associated
with remote maintenance. In particular, the modules OPS.1.1.3 Patch and Change
Management, ORP.3 Awareness and Training in Information Security, CON.1 Crypto Concept,
and CON.3 Backup Concept should also be considered. The requirements of the NET Networks
and Communication module layer must also be implemented in areas where they relate
directly to remote maintenance.

If remote maintenance is carried out by an external service provider, module OPS.2.1
Outsourcing for Customers must also be observed. If cloud-based remote maintenance
products are used, the general requirements from OPS.2.2 Cloud Usage must also be met.

Requirements for protecting remote maintenance using firewalls are not part of this module.
These are included in module NET.3.2 Firewall.

Fundamental aspects of IT administration are also not included in this module. These can be
found in module OPS.1.1.2 Proper IT Administration.

2. Threat Landscape

Since the IT-Grundschutz modules cannot address individual information domains, typical
scenarios are used to demonstrate the threat landscape. For module OPS.1.2.5 Remote
Maintenance, the following specific threats and vulnerabilities are of particular importance.

2.1. Inadequate Knowledge of Remote Maintenance Regulations

Administrators who set up and use remote maintenance depend on regulations that define
how remote maintenance is to be used. For example, it is necessary to determine how
applications are to be configured for remote maintenance. Otherwise, remote maintenance
can create additional risks for the respective internal network. If the parties involved are not
informed of the regulations on remote maintenance, this poses risks to IT operations. For
example, an administrator could set up a remote maintenance interface and allow an
authentication procedure with an insecure password instead of a secure, certificate-based
procedure.

2.2. Inadequate Planning and Rules for Remote Maintenance

If an organisation does not plan, set up, and control its remote maintenance with care, the
security of all its IT systems may be impaired. If, for example, insecure communication



protocols, encryption algorithms, or authentication mechanisms are used, vulnerabilities can
arise. Inadequately secured remote maintenance interfaces may also compromise an adjacent
third-party network.

2.3. Inappropriate Use of Authentication During Remote Maintenance

Different authentication mechanisms can be used for remote maintenance. If an insecure
authentication procedure is used, unauthorised third parties may obtain administrative
authorisation on remote maintenance systems or for remote maintenance tools. This could
allow them to access an organisation's IT systems and cause extensive damage.

An example of this is a login procedure that uses a short password. An attacker can quickly
guess this password and thus gain access to an organisation's IT systems.

2.4. Improper Remote Maintenance

Professional and regular remote maintenance is required to ensure the security and proper
functioning of IT systems and applications than can only be accessed remotely. If IT systems
and applications are not properly configured and maintained via remote maintenance, they
will (in the worst case) no longer be usable. If remote maintenance processes do not run
correctly, this can lead to malfunctions of individual operating system components. Moreover,
vulnerabilities may occur because of IT system maintenance work that is carried out too late
or improperly.

2.5. Use of Insecure Protocols in Remote Maintenance

Communication via public and internal networks by means of insecure protocols constitutes a
potential threat. If, for example, outdated versions of IPSec, SSH, or SSL/TLS are used to
establish a tunnel between two networks or endpoints, it cannot be guaranteed that this
tunnel is sufficiently secure and the information transmitted in it is adequately protected.
Attackers may exploit vulnerabilities of these protocols in order to inject their own contents
into protected connections. Protocols in which information is transmitted in plain text are
generally considered insecure.

2.6. Insecure and Uncontrolled Use of Remote Maintenance Access by
Third Parties

If IT systems are maintained remotely by third parties without a contractual basis, the
responsibilities for remote maintenance may not be clearly defined. As a result, role separation
can be circumvented, for example, or open remote maintenance access may not be
documented.

2.7. Use of Online Services for Remote Maintenance

In addition to cases in which an administrator establishes a direct data connection to a given
organisation for remote maintenance purposes, online services may be used. Here, the IT
systems to be administered establish a connection to the servers of a third-party provider and
the administrators use a web browser or similar means to access the systems.



If this communication is not subject to end-to-end encryption, the online service provider
could read the data exchanged. In addition, the IT systems may also be administered by
unauthorised persons if the data connection is manipulated. If the IT systems automatically
establish a data connection to the online service upon starting up, they could be accessed
directly without the users of the systems or the responsible administrator noticing.

2.8. Unknown Remote Maintenance Components

Many IT systems contain components that offer integrated functions for remote maintenance.
However, these functions are often poorly documented and not taken into account during the
procurement and operation of IT systems.

Integrated remote maintenance components have far-reaching access to the IT systems in
which they are installed. This access often directly affects other components of the IT system
and can thus bypass the security mechanisms of the underlying operating system. In addition,
integrated remote maintenance functions can contain vulnerabilities that facilitate
unauthorised access to IT systems.

3. Requirements

The specific requirements of module OPS.1.2.5 Remote Maintenance are listed below. The CISO
is responsible for ensuring that all requirements are met and verified according to the agreed
security concept. The CISO must always be involved in strategic decisions.

The IT-Grundschutz Compendium also defines additional roles to which appropriate
personnel should be assigned as required.

Responsibilities Roles

Overall responsibility | IT Operation Department
Further User

responsibilities

Exactly one role should have overall responsibility. There may also be further responsibilities. If
one of these additional roles is primarily responsible for the fulfilment of a requirement, this
role is listed in square brackets after the heading of the requirement.

3.1. Basic Requirements

The following requirements MUST be met for this module as a matter of priority.

OPS.1.2.5.A1 Planning the Use of Remote Maintenance (B)

The use of remote maintenance MUST be adapted to each individual organisation. Remote
maintenance MUST be planned in a needs-based manner with regard to technical and
organisational aspects. At minimum, consideration MUST be given to the IT systems that
should be maintained remotely and the persons responsible for this.



OPS.1.2.5.A2 Establishing a Secure Connection for Remote Maintenance of
Clients [User] (B)

If desktop environments of clients are accessed via remote maintenance, the users of these IT
systems MUST explicitly consent to this access.

OPS.1.2.5.A3 Securing Interfaces for Remote Maintenance (B)

The possible access and communication connections for remote maintenance MUST be
restricted to those required. All remote maintenance connections MUST be disconnected after
remote access.

It MUST be ensured that remote maintenance software is only installed on IT systems where it
is needed.

Remote maintenance connections via untrusted networks MUST be encrypted. All other
remote maintenance connections SHOULD be encrypted.

OPS.1.2.5.A4 ELIMINATED (B)

This requirement has been eliminated.

3.2. Standard Requirements

Along with the Basic Requirements above, the following requirements correspond to the state-
of-the-art technology for this module. They SHOULD be met as a matter of principle.

OPS.1.2.5.A5 Use of Online Services (S)

Organisations SHOULD define the circumstances in which online services for remote
maintenance may be used where the connection is established via an external service provider.
The use of such services SHOULD generally be limited to as few cases as possible. IT systems
SHOULD not establish automated connections to the online service. [t SHOULD be ensured
that the online service used performs end-to-end encryption on the transmitted information.

OPS.1.2.5.A6 Drawing Up a Policy for Remote Maintenance (S)

Organisations SHOULD draw up a policy on remote maintenance in which all the relevant
regulations are documented. The policy SHOULD be known to all persons in charge who are
involved the conception, setup, and performance of remote maintenance.

OPS.1.2.5.A7 Documentation During Remote Maintenance (S)

Remote maintenance SHOULD be documented appropriately. The documentation SHOULD
include the remote maintenance access points that exist and whether they are activated. The
documents SHOULD be stored in suitable locations and protected from unauthorised access.
The documents SHOULD be available within the framework of business continuity
management.

OPS.1.2.5.A8 Secure Protocols for Remote Maintenance (S)

Only communication protocols classified as secure SHOULD be used. Secure cryptographic
procedures SHOULD be used for this purpose. The strength of the cryptographic procedures
and keys used SHOULD be checked at regular intervals and adjusted as necessary.



If the remote maintenance access points of IT systems in an internal network are accessed via
a public data network, a secured virtual private network (VPN) SHOULD be used.

OPS.1.2.5.A9 Selection and Acquisition of Suitable Remote Maintenance
Tools (S)

Suitable remote maintenance tools SHOULD be selected based on the operational, security-
related, and data protection requirements of the organisation in question. All procurement
decisions SHOULD be coordinated with the persons in charge of the systems and applications
and the Chief Information Security Officer.

OPS.1.2.5.A10 Management of Remote Maintenance Tools (S)

Organisational management processes describing how to handle the selected tools SHOULD
be established. Operating instructions describing how to use these remote maintenance tools
SHOULD be available. In addition to general training, model procedures for passive and active
remote maintenance SHOULD be established and communicated. In addition to general
training, the IT Operation Department SHOULD be made specifically aware of and trained in
using remote maintenance tools. A contact person SHOULD be appointed for all technical
issues related to remote maintenance tools.

OPS.1.2.5.A11  ELIMINATED (S)

This requirement has been eliminated.

OPS.1.2.5.A12  ELIMINATED (S)

This requirement has been eliminated.

OPS.1.2.5.A13  ELIMINATED (S)

This requirement has been eliminated.

OPS.1.2.5.A15  ELIMINATED (S)

This requirement has been eliminated.

OPS.1.2.5.A16  ELIMINATED (S)

This requirement has been eliminated.

OPS.1.2.5.A17 Authentication Mechanisms for Remote Maintenance (S)

For remote maintenance, multi-factor methods SHOULD be used for authentication. The
selection of the authentication method and the reasons on which this selection was based
SHOULD be documented. Remote maintenance access SHOULD be considered in an
organisation's identity and authorisation management efforts.

OPS.1.2.5.A18  ELIMINATED (S)

This requirement has been eliminated.

OPS.1.25.A19 Remote Maintenance by Third Parties (S)

If remote maintenance is carried out by external parties, all related activities SHOULD be
supervised by internal staff. All remote maintenance processes performed by third parties
SHOULD be recorded. Contractual arrangements MUST be made with external maintenance



personnel regarding the security of the IT systems and information concerned. If a service
provider performs remote maintenance for several clients, it MUST be ensured that the
networks of its clients are not connected. The duties and qualifications of external
maintenance personnel SHOULD be specified in a contract.

Remote maintenance interfaces SHOULD be configured in such a way that it is only possible
for the service provider to access the IT systems and network segments needed for their work.

OPS.1.2.5.A20 Remote Maintenance Operations (S)

A reporting process for support and remote maintenance concerns SHOULD be established.

Mechanisms for detecting and thwarting high-volume attacks, TCP state exhaustion attacks,
and attacks at the application level SHOULD be implemented.

All remote maintenance processes SHOULD be logged.

OPS.1.2.5.A21  Creation of a Business Continuity Plan in Case of Remote
Maintenance Failure (S)

A plan SHOULD be developed to minimise the consequences of a failure of remote
maintenance components. This SHOULD specify how to react in case of a failure. The
contingency plan SHOULD ensure that disruptions and damage (both immediate and
consequential) are minimised. It SHOULD also specify how normal operations can be resumed
in a timely manner.

OPS.1.2.5.A24  Securing Integrated Remote Maintenance Systems (S)

When procuring new IT systems, it SHOULD be checked whether these IT systems or their
individual components have functions for remote maintenance. If these functions are not
used, they SHOULD be disabled. The functions SHOULD also be disabled if they are
compromised by known security vulnerabilities.

If remote maintenance functions integrated into the firmware of individual components are
used, their functions and access to them SHOULD be restricted to the greatest extent possible.
The remote maintenance functions SHOULD only be accessible from a separate management
network.

OPS.1.2.5.A25 Decoupling of Communication During Remote Maintenance
(S)

Direct remote maintenance access to an IT system by an administrator from a remote
maintenance client outside the corresponding management networks SHOULD be avoided. If
such access is necessary, the communication SHOULD be decoupled. Jump servers SHOULD
be used for this purpose. Access to jump servers SHOULD only be possible from trusted IT
systems.

3.3. Requirements in Case of Increased Protection Needs

The following section lists generic suggestions for this module with respect to requirements
that go beyond a level of protection based on the current state of the art. These SHOULD be
taken into account in the event of increased protection needs. Final specification is performed
within an individual risk analysis.



OPS.1.2.5.A14  Dedicated Clients for Remote Maintenance (H)

For remote maintenance, IT systems SHOULD be used which are designed exclusively for the
administration of other IT systems. All other functions on these IT systems SHOULD be
disabled. The network communication of the administration systems SHOULD be restricted in
such a way that only connections to IT systems that are to be administered are possible.

OPS.1.2.5.A22 Redundant Communication Links (H)

Redundant communication links SHOULD be established for remote maintenance access.
Organisations SHOULD provide connections for out-of-band management.

OPS.1.2.5.A23  ELIMINATED (H)

This requirement has been eliminated.

4. Additional Information

4.1. Useful Resources

In its publication “Grundregeln zur Absicherung von Fernwartungszugiangen” [Basic Rules for
Securing Remote Maintenance Access], the Federal Office for Information Security describes
how remote maintenance access can be kept secure.

In its publication “Fernwartung im industriellen Umfeld” [Remote Maintenance in Industrial
Environments], the Federal Office for Information Security describes how remote
maintenance access can be kept secure in an industrial environment.

5. Appendix: Cross-Reference Table
for Elementary Threats

Every requirement in this module can be used to derive security safeguards. Implementing
these safeguards will help mitigate the Elementary Threats (GO) which are relevant for the
issue or target object at hand. In the cross-reference table, each requirement of this module is
mapped to the relevant Elementary Threat(s).

This cross-reference table can thus be used to determine which Elementary Threats are
covered by which requirements. The letters in the second column indicate which key security
objectives are primarily addressed by each requirement. These key security objectives are
confidentiality (C), integrity (I), and availability (A).

The following Elementary Threats are relevant for module OPS.1.2.5 Remote Maintenance.
G 0.14 Interception of Information / Espionage
G 0.18 Poor Planning or Lack of Adaptation

G 0.19 Disclosure of Sensitive Information



G 0.20 Information or Products from an Unreliable Source

G 0.21 Manipulation of Hardware or Software

G 0.22 Manipulation of Information

G 0.25 Failure of Devices or Systems

G 0.30 Unauthorised Use or Administration of Devices and Systems
G 0.31 Incorrect Use or Administration of Devices and Systems

G 0.37 Repudiation of Actions

G 0.39 Malware

G 0.40 Denial of Service
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OPS.1.2.6 NTP Time
Synchronisation

1. Description

1.1. Introduction

Networked IT systems often require synchronous states. In most cases, the time serves as a
reference. However, the internal clocks of IT systems can deviate from the actual time. The
Network Time Protocol (NTP) is used to regularly determine a reference time of central timers
via network connections and to adjust internal clocks accordingly.

In networks, precise time synchronisation makes it possible to apply uniform time stamps to
information—in order to arrange data chronologically, compare data, or limit access rights, for
example. This is the only way to achieve things like correlating time sequences from log data
of different IT systems. Accurate time information is also important in the field of
cryptographic protocols. Furthermore, synchronising all timers accurately is essential in OT
networks.

NTP clients obtain time information from NTP servers. NTP servers can in turn obtain time
information from other NTP servers as NTP clients. This creates a hierarchical time
distribution (in “strata”). At the top are NTP servers that obtain their time from precise sources
(e.g. an atomic clock or a GPS or DCF77 receiver). These NTP servers are called stratum-1.

The NTP service uses methods to determine the deviation of a system clock from external
time sources even in the case of deviating responses from different time sources. For example,
it ignores time information from a source that suddenly deviates significantly from its own
system time.

Control messages allow clients to request status information or change the behaviour of an
NTP server, including across the respective network.

NTP messages are usually transmitted in an unsecured form. NTP does, however, offer the
option to protect a message with cryptographic keys so that the message cannot be changed
without authorisation.



1.2. Objective

The aim of this module is to secure NTP servers and clients in such a way that the IT systems
in a given information domain can reliably determine the time and adjust their clocks
accordingly.

1.3. Scoping and Modelling

OPS.1.2.6 NTP Time Synchronisation must be applied to every IT system that uses NTP in the
information domain at hand.

In order to create an IT-Grundschutz model for a specific information domain, all the modules
must be considered in their entirety. As a rule, several modules must be applied to a given
topic or target object.

This module covers:
e Planning for the use of the NTP protocol
e Operation of NTP servers
e Operation of NTP clients

The following content is also significant, but dealt with elsewhere:

e General requirements for the operation of servers (see SYS.1.1 General Server)

e General requirements for the operation of clients (see SYS.2.1 General Client)

2. Threat Landscape

Since the IT-Grundschutz modules cannot address individual information domains, typical
scenarios are used to demonstrate the threat landscape. For module OPS.1.2.6 NTP Time
Synchronisation, the following specific threats and vulnerabilities are of particular importance.

2.1. Insufficient Planning of the Use of NTP

As aresult of insufficient planning, all IT systems may not receive a sufficiently accurate
system time.

If the manner in which IT systems can adjust their system time is not properly planned, faulty
time information can arise in applications. In particular, time-critical applications may enter
faulty states or fail as a result.

In one example, a network may be segmented in such a way that NTP servers and clients can
no longer communicate with each other. In addition, insufficient planning of time
synchronisation can lead to automated processes being executed at the wrong time (for
instance).

2.2. Missing or Incorrect Time Information

NTP servers can fail or transmit incorrect time information.



If an IT system can no longer reach its NTP servers because they have failed or are
unreachable, it will no longer be able to adjust its system time. As a result, the system's internal
clock time can become inaccurate.

If an NTP server transmits faulty time information to NTP clients, they may adjust their
system clocks incorrectly. As a result, incorrect time information may be used in applications—
for example, in log data.

Incorrect time information can also cause certificate-based services or services that use one-
time passwords to stop working. This will prevent users from logging into affected IT systems
or network services.

2.3. Conflicting Time Information

Time information from different sources may be inconsistent.

If an IT system uses multiple NTP servers to adjust its system clock, the time information from
these servers may be different. As soon as the time information deviates beyond the
corresponding tolerance, the IT system may no longer be able to determine which time
information is correct. This may result in the system time being adjusted incorrectly.

2.4. Manipulation of NTP Communication

Network packets with time information can be manipulated.

The NTP protocol is vulnerable to various attacks. For example, an attacker can manipulate
time information as it is being transmitted or redirect NTP requests to the attacker's own
server. The attacker can thereby manipulate the system time of NTP clients—for example, to
use time-restricted access rights even though they have expired.

3. Requirements

The specific requirements of module OPS.1.2.6 NTP Time Synchronisation are listed below. The
CISO is responsible for ensuring that all requirements are met and verified according to the
agreed security concept. The CISO must always be involved in strategic decisions.

The IT-Grundschutz Compendium also defines additional roles to which appropriate
personnel should be assigned as required.

Responsibilities Roles

Overall responsibility | IT Operation Department
Further None

responsibilities

Exactly one role should have overall responsibility. There may also be further responsibilities. If
one of these additional roles is primarily responsible for the fulfilment of a requirement, this
role is listed in square brackets after the heading of the requirement.




3.1. Basic Requirements

For this module, the following requirements MUST be met as a matter of priority.

OPS.1.2.6.A1 Planning the Use of NTPs (B)

The IT Operation Department MUST plan where and how NTP is used. This SHOULD be
documented fully. In the process, the applications that rely on accurate time information
MUST be identified. The requirements of the information domain at hand regarding the
accurate time of IT systems MUST be defined and documented.

The IT Operation Department MUST define which NTP servers are to be used by which NTP
clients.

Whether the NTP servers are to operate in client-server or broadcast mode MUST be defined.

OPS.1.2.6.A2 Secure Use of External Time Sources (B)

If time information is obtained from an NTP server outside the network of the organisation in
question, the IT Operation Department MUST assess whether the operator's NTP server is
sufficiently reliable. The IT Operation Department MUST ensure that only NTP servers
classified as reliable are used. The IT Operation Department MUST know and observe the
operator's usage regulations.

OPS.1.2.6.A3 Secure Configuration of NTP Servers (B)

The IT Operation Department MUST configure the NTP server in such a way that clients can
only change NTP server settings if this is explicitly intended. Furthermore, it MUST be ensured
that only trusted clients can request status information.

If the respective organisation's internal NTP servers do not use sufficiently accurate time
sources themselves, the IT Operation Department MUST configure these NTP servers to
regularly request accurate time information from external NTP servers.

OPS.1.2.6.A4 Failure to Account for Unsolicited Time Information (B)

The IT Operation Department MUST configure all NTP clients to discard unsolicited time
information received from other IT systems.

3.2. Standard Requirements

Along with the Basic Requirements above, the following requirements correspond to the state-
of-the-art technology for this module. They SHOULD be met as a matter of principle.

OPS.1.2.6.A5 Use of Client-Server Mode for NTP (S)

The IT Operation Department SHOULD configure all IT systems to use the NTP service in
client-server mode. NTP servers SHOULD only send time information to clients when they
actively request it.

OPS.1.2.6.A6 Monitoring of IT Systems Using NTP (S)

The IT Operation Department SHOULD monitor the availability, capacity, and system time of
internal NTP servers.



The IT Operation Department SHOULD configure IT systems that synchronise their time via
NTP to log the following events:

e Unexpected restarts of the IT system

e Unexpected restarts of the NTP service
e Errorsrelated to the NTP service

e Unusual time information

If an NTP server regularly sends time information on its own (broadcast mode), the IT
Operation Department SHOULD monitor the NTP clients to see if they receive unusual time
information.

OPS.1.2.6.A7 Secure Configuration of NTP Clients (S)

The IT Operation Department SHOULD define which time information an IT system should
use when it has been restarted. The IT Operation Department SHOULD define which time
information an IT system should use when its NTP service has been restarted.

The IT Operation Department SHOULD determine how NTP clients will react to significantly
deviating time information. In particular, a decision SHOULD be taken as to whether strongly
deviating time information will be accepted by NTP servers after a system restart. The IT
Operation Department SHOULD set limits for time information that deviates significantly.

The IT Operation Department SHOULD ensure that NTP clients will still receive sufficient
time information even if an NTP server asks them to send fewer requests (or none at all).

OPS.1.2.6.A8 Use of Secure Time Synchronisation Protocols (S)

The IT Operation Department SHOULD check whether secure protocols can be used for time
synchronisation (e.g. Network Time Security, NTS). Secure protocols SHOULD be used
whenever possible.

3.3. Requirements in Case of Increased Protection Needs

The following section lists generic suggestions for this module with respect to requirements
that go beyond a level of protection based on the current state of the art. These SHOULD be
taken into account in the event of increased protection needs. Final specification is performed
within an individual risk analysis.

OPS.1.2.6.A9 Sufficient Availability of Accurate Time Sources (H)

If accurate system times are of significant importance, an organisation SHOULD have multiple
stratum-1 NTP servers on its network. The IT systems of an information domain with an NTP
service SHOULD use stratum-1 NTP servers directly or indirectly as a time reference. The
stratum-1 servers SHOULD each have different time sources.

OPS.1.2.6.A10 Internal NTP Servers Only (H)

Each IT system in an information domain with an NTP service SHOULD receive its time
information exclusively from NTP servers within the respective organisation's network.



OPS.1.2.6.A11 Redundant NTP Servers (H)

IT systems for which the accuracy of the system time is of significant importance SHOULD
obtain their time information from at least four independent NTP servers.

OPS.1.2.6.A12 NTP Servers with Authenticated Information (H)

NTP servers SHOULD authenticate themselves to clients when communicating. This SHOULD
also apply to the servers from which NTP servers receive their own time information. NTP
clients SHOULD only accept authenticated NTP data.

4. Additional Information

4.1. Useful Resources

No further information is available for module OPS.1.2.6 NTP Time Synchronisation.

5. Appendix: Cross-Reference Table
for Elementary Threats

Every requirement in this module can be used to derive security safeguards. Implementing
these safeguards will help mitigate the Elementary Threats (GO) which are relevant for the
issue or target object at hand. In the cross-reference table, each requirement of this module is
mapped to the relevant Elementary Threat(s).

This cross-reference table can thus be used to determine which Elementary Threats are
covered by which requirements. The letters in the second column indicate which key security
objectives are primarily addressed by each requirement. These key security objectives are
confidentiality (C), integrity (I), and availability (A).

The following Elementary Threats are relevant for module OPS.1.2.6 NTP Time
Synchronisation:

G 0.18 Poor Planning or Lack of Adaptation

G 0.19 Disclosure of Sensitive Information

G 0.20 Information or Products from an Unreliable Source

G 0.22 Manipulation of Information

G 0.25 Failure of Devices or Systems

G 0.27 Lack of Resources

G 0.29 Violation of Laws or Regulations

G 0.30 Unauthorised Use or Administration of Devices and Systems

G 0.40 Denial of Service



G 0.46 Loss of Integrity of Sensitive Information
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OPS.2.1 Outsourcing for Customers

1. Description

1.1. Introduction

Within the framework of outsourcing, organisations (outsourcing customers) outsource
business processes and services entirely or partially to external service providers (outsourcing
service providers). Outsourcing can involve the use and operation of hardware and software. A
service can be provided on the customer's premises or at an external operating facility of the
outsourcing service provider. Typical examples involve the operation of a data centre, an
application, or a web site. Outsourcing is a generic term that is often supplemented by other
terms such as "hosting", "housing", or "colocation".

Regardless of what is outsourced, every outsourcing arrangement binds the customer to the
external service provider and the quantity and quality of its services. For the customer in
particular, this relationship is associated not only with opportunities, but also with
considerable risks. These include a high degree of dependency and the loss of in-house
knowledge, as well as of ways to control and guide operations. Information security aspects
must therefore be taken into consideration appropriately at every stage of an outsourcing
arrangement.

1.2. Objective

This module seeks to ensure that all the security objectives of a given outsourcing customer
are still met after its business processes or services have been handed over to an outsourcing
service provider. The agreed security level should be consistently maintained or improved
regardless of outsourcing. Outsourcing must not result in any uncontrollable risks for the
outsourcing organisation with regard to information security. The focus of this module
consists of requirements that outsourcing customers should consider and meet during every
phase of an outsourcing project.



1.3. Scoping and Modelling

Module OPS.2.1 Outsourcing for Customers must be applied separately from the user
perspective to each outsourcing service provider that provides services to one or more of a
given customer's target objects.

This module includes threats and security requirements from the outsourcing customers’
point of view and is limited to the requirements regarding the protection of information on
the part of the outsourcing organisation.

Transmission paths to outsourcing service providers are not covered here.

The use of cloud services is dealt with in module OPS.2.2 Cloud Usage. Module OPS.2.1
Outsourcing for Customers module is not applicable to such cases.

Module OPS.2.1 Outsourcing for Customers also does not apply to service providers (such as
porter services or cleaning staff) that perform tasks on behalf of a customer without assuming
responsibility for a target object. Since these service providers nevertheless have access to
target objects, they must be integrated into the customer's security concept in line with IT-
Grundschutz. This integration is to be carried out at the requirement level—that is, via the
requirements for third-party personnel, gatekeepers, security services, and cleaning staff as
found in modules ORP.2 Personnel and INF.1 Generic Building, for example.

2. Threat Landscape

For module OPS.2.1 Outsourcing for Customers, the following specific threats and
vulnerabilities are of particular importance:

2.1. Insufficient Rules Regarding Information Security

Within the framework of an outsourcing project, large amounts of information are typically
transmitted between the customer and the outsourcing service provider. Depending on the
protection needs of the information to be processed, insufficient rules on information security
may result in security issues. The spectrum of inadequate rules ranges from unclear
responsibilities and control functions to guidelines that are incomprehensible, incoherently
formulated, or simply not in place.

2.2. Incorrect Administration of Site, System and Data Access Rights

Depending on the outsourcing project in question, an outsourcing service provider's
employees may require site, system, and data access rights for IT systems, information,
buildings, or rooms on the customer side. These rights may be inappropriately assigned,
managed, and controlled, and in extreme cases may even result in rights being granted
without authorisation. In addition, the necessary protection of the outsourcing customer's
information can no longer be guaranteed. For example, it is a serious security risk to grant
uncontrolled administrative authorisations to employees of an outsourcing service provider.
These employees may exploit the authorisations and copy or manipulate sensitive
information.



2.3. Inadequate testing and approval procedures

If an outsourcing customer has not defined any appropriate requirements regarding testing
and approval procedures for its outsourcing service provider, existing errors in hardware and
software or vulnerabilities in configurations might not be detected in time (or at all). This
shortcoming may make it impossible to guarantee the necessary protection of the outsourcing
customer's information. Testing may reveal that new components or updates will significantly
change workflows or require more resources (such as increased main memory or processor
capacity) to achieve an acceptable processing speed. If the customer is not informed of this in
good time, it can lead to a significant waste of investment or the need to make a significant
additional investment.

2.4. Inadequate contractual arrangements with outsourcing service
providers

Inadequate contractual arrangements with an outsourcing service provider may result in
multiple and even severe security issues. If tasks, performance parameters or efforts have been
described insufficiently or ambiguously, security safeguards may not be implemented due to
ignorance or lack of resources. This can lead to multiple negative consequences—for example,
if regulatory requirements and duties are not fulfilled or information obligations and laws are
not observed.

2.5. Insufficient terms for the end of an outsourcing project

Problems can arise if there are insufficient and inappropriate arrangements for the
termination of an outsourcing contract by the outsourcing customer. There is thus a risk that
the outsourcing customer will find it difficult to break away from its outsourcing service
provider. This can also happen the other way around, where the customer is forced to select an
unsuitable new outsourcing service provider because the previous service provider had the
option to terminate their agreement on short notice. In both cases, it may be difficult or
impossible to transfer the outsourced area to another service provider or reintegrate it into the
customer’s own organisation. Attempting to do so can create a wide variety of security
problems. During the termination process, for example, data and systems might be considered
“legacy systems” and no longer be protected adequately. If inadequate regulations are
established on deleting data files and data backups, confidential data could be leaked to third
parties.

2.6. Dependency on an Outsourcing Service Provider

If an organisation decides to outsource part of its operations, it makes itself dependent on its
outsourcing service provider. This dependency entails the risk that knowledge may be lost and
the outsourced processes and components can no longer be fully controlled. In addition, the
protection needs of outsourced business processes and information could be assessed
differently. This can lead to the implementation of security safeguards that are inappropriate
for the protection needs at hand. Outsourcing customers often entrust entire business
processes to outsourcing service providers. An outsourcing service provider can thereby gain
complete control of business processes involving sensitive information, resources and IT



systems. At the same time, the outsourcing customer's knowledge of these areas decreases. As a
consequence, it is possible that the outsourcing customer will no longer notice deficits in
information security. This situation could be exploited by the outsourcing service provider in
the form of drastically increased prices or a lower quality of service.

2.7. Disruption of the Office Atmosphere due to an Outsourcing
Project

Employees of an outsourcing organisation frequently see outsourcing projects as a negative
change. This often results in a poor working atmosphere. The outsourcing customer's
employees may fear, for example, that their tasks will change to their disadvantage or that
internal jobs will be cut as a result of the outsourcing. If employees have a negative attitude
towards an outsourcing project, they may unintentionally or wilfully neglect security
safeguards, boycott the project, or even commit acts of revenge. In addition, this could prompt
those with specific expertise (such as the head of IT or the IT Operation Department) to give
notice during the introduction phase so that the outsourcing project cannot be implemented
as planned.

2.8. Inadequate Information Security in the Early Stages of
Outsourcing

The introduction phase of outsourcing projects is frequently characterised by tight schedules
and budgets. This can mean that security checks and audits are not carried out. Reviews and
other quality assurance measures, such as the creation of a security concept, may also be
skipped. Transitional safeguards with security shortcomings may become routine over the
course of time and are then often maintained for many years due to resource bottlenecks. This
comes with the risk that an overall project atmosphere could set in that will give rise to serious
additional security shortcomings.

2.9. Failure of an Outsourcing Service Provider’s Systems

If an outsourcing service provider's IT systems and processes fail partially or completely, this
will also impact its customers. Problems may also arise if clients are not sufficiently separated
on the provider side. Under some circumstances, the failure of a system not assigned to a given
outsourcing customer may nonetheless prevent that customer from using a contractually
stipulated service. Similar problems arise when the connection between an outsourcing
service provider and one of its customers fails.

2.10. Vulnerabilities in the Connection to an Outsourcing Service
Provider

If, within the framework of an outsourcing project, the IT connection between the
outsourcing service provider and the outsourcing customer is insufficiently secured, the
confidentiality and integrity of the data transmitted may be threatened. Open or poorly
secured interfaces can allow external unauthorised access to the systems of the organisations
involved.



2.11. Lack of Multi-Client Capability with the Outsourcing Service
Provider

Outsourcing service providers normally have numerous different customers that rely on the
same resources, such as IT systems, networks, or personnel. If the IT systems and data of the
different customers are not separated with a sufficient level of security, there is the risk that a
customer may access the area of another. In addition, conflicts of interest could arise for the
outsourcing service provider if it has to fulfil comparable demands on its resources in parallel.
If the respective customers are also competitors, this can be particularly problematic.

3. Requirements

The specific requirements of module OPS.2.1 Outsourcing for Customers are listed below. As a
matter of principle, the IT Operation Department is responsible for fulfilling the requirements.
The Chief Information Security Officer (CISO) must always be involved in strategic decisions.
Furthermore, the CISO is responsible for ensuring that all requirements are met and verified
according to the security concept agreed upon. There can be additional roles with further
responsibilities for the implementation of requirements. They are listed explicitly in square
brackets in the header of the respective requirements.

Responsibilities Roles

Overall responsibility [IT Operation Department

Further Process Owner, Procurement Department, Central Administration,
responsibilities BCM Officer, Human Resources Department

3.1. Basic Requirements

For module OPS.2.1 Outsourcing for Customers, the following requirements MUST be met as a
matter of priority:

OPS.2.1.A1 Specification of Security Requirements for Outsourcing Projects (B)

All the security requirements for an outsourcing project MUST be defined on the basis of an
outsourcing strategy. Both outsourcing parties MUST contractually commit to comply with
IT-Grundschutz or a comparable level of protection. All interfaces between the outsourcing
service provider and the outsourcing customer MUST be identified and corresponding
security requirements defined in this regard. The security requirements MUST specify the
authorisations (e.g. site, system, and data access rights) that the two parties are to grant to one
another.

3.2. Standard Requirements

For module OPS.2.1 Outsourcing for Customers, the following requirements correspond to the
state-of-the-art technology together with the Basic Requirements. They SHOULD be met as a
matter of principle.



OPS.2.1.A2 Timely Involvement of Employee Representatives [Central
Administration] (S)

Employee Representatives SHOULD be informed of an outsourcing project in good time.
Employee Representatives SHOULD be involved from the tender phase onwards. Depending
on the outsourcing project in question, the statutory rights of co-determination SHOULD be
taken into consideration.

OPS.2.1.A3 Selection of a Suitable Outsourcing Service Provider (S)

A requirements profile containing the security requirements for a given outsourcing project
SHOULD be created for selecting an outsourcing service provider. Assessment criteria for the
outsourcing service provider and its staff SHOULD also exist. These SHOULD be based on the
requirements profile.

OPS.2.1.A4 Contractual Arrangements with the Outsourcing Service Provider
(S)

All aspects of an outsourcing project SHOULD be agreed in writing with the outsourcing
service provider in question. In addition, all roles and duties of cooperation for the creation,
review, and modification of a security concept SHOULD be regulated with the outsourcing
service provider (e.g. if personnel changes occur). The rights and obligations of the contractual
parties SHOULD be agreed in writing. For the purpose of checking compliance with the
requirements at hand on a regular basis, the outsourcing service provider SHOULD enable the
outsourcing customer to conduct audits.

OPS.2.1.A5 Establishing an Outsourcing Strategy (S)

A strategy for outsourcing SHOULD be defined. This SHOULD take into account the
economic, technical, organisational, and legal framework conditions, as well as the relevant
aspects of information security. The business processes, tasks, or applications generally
associated with outsourcing SHOULD be clarified. An outsourcing customer SHOULD retain
sufficient skills, competencies, and resources to be able to determine and control the
information security requirements for each outsourcing project on its own. An outsourcing
strategy SHOULD describe the goals, opportunities, and risks of the corresponding
outsourcing project.

OPS.2.1.A6 Drawing up a Security Concept for the Outsourcing Project
[Process Owner] (S)

An outsourcing customer SHOULD draw up an information security concept based on the
associated security requirements for each of its outsourcing projects. Every outsourcing
service provider SHOULD also provide an individual security concept for the respective
outsourcing project. The two security concepts SHOULD be coordinated. The outsourcing
service provider's security concept and its implementation SHOULD be merged into an overall
security concept. The outsourcing customer or independent third parties SHOULD regularly
check the effectiveness of the security concept.



OPS.2.1.A7 Definition of Possible Communication Partners [Central
Administration] (S)

The internal and external communication partners who may transmit and receive specific
information about a given outsourcing project SHOULD be defined. There SHOULD be a
process that can be used to check the functions of the communication partners on both sides.
The admissible communication partners and their respective authorisations MUST always be
documented and kept up to date.

OPS.2.1.A8 Provisions for Deploying the Personnel of the Outsourcing Service
Provider [Human Resources Department] (S)

The employees of an outsourcing service provider SHOULD be obliged in writing to comply
with relevant laws, regulations, and the outsourcing customer's rules. The employees of the
outsourcing service provider SHOULD be briefed on their tasks and informed of existing
information security regulations in a controlled manner. Deputising rules SHOULD be in place
for the employees of the outsourcing service provider. There SHOULD be a controlled process
that defines how the outsourcing service provider terminates its contractual relationships
with its employees. Third-party personnel of the outsourcing service provider who are used on
a short-term or one-off basis SHOULD be treated as visitors.

OPS.2.1.A9 Agreements on Connecting to Outsourcing Partner Networks (S)

Before the network of an outsourcing customer is connected to the network of its outsourcing
service provider, all security-relevant aspects SHOULD be agreed in writing. The agreement
SHOULD specifically define the areas and services to which the outsourcing service provider
will be granted access in the network of the outsourcing customer. The affected areas
SHOULD be suitably separated from each other. Compliance with the network connection
agreements SHOULD be checked and documented. Contact persons SHOULD be appointed on
both sides for organisational and technical questions about the network connection. The
required security level SHOULD be ensured and verified with the outsourcing service provider
before the network connection to the outsourcing service provider is activated. If there are
security issues on one or both sides, it SHOULD be specified who must be informed and what
escalation steps are to be initiated.

OPS.2.1.A10 Agreement on the Exchange of Data Between Outsourcing
Partners (S)

The security safeguards required for regular exchanges of data with fixed communication
partners SHOULD be agreed. Data formats and approaches for the secure exchange of data
SHOULD also be defined. There SHOULD be contact persons for organisational and technical
problems. Contact persons SHOULD also be named for any security-relevant events that occur
when exchanging data with third parties. Availability and response times SHOULD be agreed
for data exchanges with third parties. [t SHOULD be defined which exchanged data may be
used for what purposes.

OPS.2.1.A11 Planning and Maintaining Information Security During
Ongoing Outsourcing Operations (S)

An operational concept SHOULD be drawn up which also takes the security aspects of a given
outsourcing project into account. The security concepts of the outsourcing partners SHOULD



be regularly checked to ensure that they are up to date and consistent with each other. The
status of the security safeguards agreed SHOULD be checked at regular intervals. There
SHOULD be regular communication between the outsourcing partners. Proposals for changes
and improvements SHOULD be discussed and agreed regularly.

The outsourcing partners SHOULD perform regular joint drills and tests to maintain the
established level of security. Information on security risks and how to handle them SHOULD
be exchanged between the outsourcing partners at regular intervals. A process SHOULD be a
defined to secure the flow of information in case of security incidents that affect the
contractual partners in question.

OPS.2.1.A12 Change Management [Process Owner] (S)

Outsourcing customers SHOULD be given sufficient notice of major changes. Outsourcing
customers SHOULD regularly request documentation of all significant changes regarding
planning, testing, approval, and documentation. Before any changes are made, fallback
solutions SHOULD be developed in cooperation with the outsourcing service provider.

OPS.2.1.A13 Secure Migration in Outsourcing Projects (S)

For the migration phase of a given outsourcing project, a security management team
consisting of qualified employees of the outsourcing customer and the outsourcing service
provider SHOULD be established. For the migration phase, a preliminary security concept
SHOULD be drawn up that also considers the test and introduction phase. It SHOULD be
ensured that production data is not used as test data in an unprotected manner during the
migration phase. All changes SHOULD be documented. Upon completion of the migration, the
security concept SHOULD be updated. It SHOULD be ensured that all exceptions are reversed
at the end of the migration phase. In the event of changes during the migration phase, the
extent to which the contractual basis has to be adapted SHOULD be checked.

OPS.2.1.A14 Contingency Planning for Outsourcing [BCM Officer] (S)

A contingency planning concept for outsourcing SHOULD exist that covers the components
of the outsourcing customer and the outsourcing service provider in question, as well as the
associated interfaces and communication channels. The contingency planning concept for
outsourcing SHOULD specify the responsibilities, contact persons, and processes between the
outsourcing customer and the outsourcing service provider. The outsourcing customer
SHOULD monitor whether the outsourcing service provider has implemented the business
continuity safeguards defined. Outsourcing customers and service providers SHOULD
conduct joint emergency drills for this purpose.

OPS.2.1.A15 Organised Termination of an Outsourcing Relationship
[Procurement Department] (S)

Contracts with outsourcing service providers SHOULD specify all aspects regarding the
termination of the service relationship concerned, including for both planned and unplanned
termination. The business of an outsourcing customer SHOULD NOT be affected if its service
relationship with its outsourcing service provider is terminated.



All information and data SHOULD be returned to the outsourcing customer upon
termination. The outsourcing service provider SHOULD securely delete all related data once
this information and data has been returned.

3.3. Requirements in Case of Increased Protection Needs

Generic suggestions for module OPS.2.1 Outsourcing for Customers are listed below for
requirements which go beyond the standard level of protection. These SHOULD be taken into
account IN THE EVENT OF INCREASED PROTECTION NEEDS. Final specification is
performed within a risk analysis.

OPS.2.1.A16 Security Vetting of Employees (H)

There SHOULD be contractual agreements with outsourcing service providers that state that
the trustworthiness of the personnel deployed will be checked appropriately. To this end,
providers and customers SHOULD work together to define corresponding criteria.

4. Additional Information

4.1. Useful Resources

The International Organization for Standardization (ISO) provides guidelines for the
management of service providers in the ISO/IEC 27001:2013 standard (section A.15.2,
“Supplier Service Delivery Management”). DIN ISO 37500:2015-08 provides further
information on dealing with service providers under “Guidance on Outsourcing”.

The Information Security Forum (ISF) defines various requirements (SC1) for service providers
in “The Standard of Good Practice for Information Security”.

Germany's digital association Bitkom provides information on how business processes can be
outsourced to service providers in “Leitfaden Business Process Outsourcing: BPO als Chance
fiir den Standort Deutschland” [Guide to Business Process Outsourcing: BPO as an
Opportunity for Germany as a Business Location].

Bitkom has also published guidance on the legal aspects of outsourcing in the "Leitfaden
Rechtliche Aspekte von Outsourcing in der Praxis" [Guide to Legal Aspects of Outsourcing in
Practice].

The National Institute of Standards and Technology (NIST) lists requirements for service
providers in NIST Special Publication 800-53.

5. Appendix: Cross-Reference Table
for Elementary Threats

This cross-reference table lists the Elementary Threats with which the requirements of this
module are associated. This table can be used to determine which Elementary Threats are



covered by which requirements. Implementing the security safeguards derived from the
requirements will help mitigate the corresponding Elementary Threats. The letters in the
second column (C = confidentiality, I = integrity, A = availability) indicate which key security
objectives are primarily addressed by each requirement. The following Elementary Threats are
relevant for module OPS.2.1 Outsourcing for Customers.

G 0.11 Failure or Disruption of Service Providers

G 0.14 Interception of Information / Espionage

G 0.15 Eavesdropping

G 0.17 Loss of Devices, Storage Media and Documents
G 0.18 Poor Planning or Lack of Adaptation

G 0.19 Disclosure of Sensitive Information

G 0.22 Manipulation of Information

G 0.25 Failure of Devices or Systems

G 0.29 Violation of Laws or Regulations

G 0.35 Coercion, Blackmail or Corruption

G 0.42 Social Engineering
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OPS.2.2 Cloud Usage

1. Description

1.1. Introduction

In the context of cloud computing, IT services are provided, used, and billed over a network in
arrangements that adapt to customers' changing requirements. These services are offered and
used solely by means of defined technical interfaces and protocols. The range of the services
offered within the framework of cloud computing covers the entire spectrum of information
technology, including infrastructure (e.g. computing power, storage space), platforms, and
software.

Cloud computing offers many advantages: IT services can be used in a scalable and flexible
manner based on one's current needs and billed according to the range of functions, duration
of use, and number of users in question. The specialised knowledge and resources of cloud
service providers can also be accessed, which frees up internal resources for other tasks. In
practice, however, the benefits that organisations expect from cloud use often fail to fully
materialise. This is usually because factors critical to success were not sufficiently considered
in advance. Cloud services must therefore be strategically planned and (security) requirements,
responsibilities, and interfaces carefully defined and agreed. Awareness and understanding of
the necessary changes in roles, both on the part of IT operation departments and the users in
organisations that utilise cloud services, are also important success factors.

In addition, the topic of cloud governance should be considered when introducing cloud
services. Critical areas here include the implementation of multi-client capability, contractual
arrangements, ensuring the portability of different services, billing of the services used,
monitoring of the rendering of services, security incident management, and numerous aspects
of data protection.

1.2. Objective

This module describes requirements that facilitate the secure use of cloud services. It is aimed
at all organisations that already use such services or want to use them in the future.



1.3. Scoping and Modelling

Module OPS.2.2 Cloud Usage must be applied to all cloud services. If an organisation uses
different cloud services providers, the module must be applied once to each provider. The
interface between cloud service providers is also covered in this module and must be
examined for all cloud services.

Cloud services represent a special form of outsourcing in almost all delivery models, with the
exception of on-premise private clouds (see module OPS.2.1 Outsourcing for Customers). The
threats and requirements described in Module OPS.2.2 Cloud Usage are therefore also often
frequently applied to outsourcing. However, cloud services have some special features that are
only found in this module. Module OPS.2.1 Outsourcing for Customers is therefore not
applicable to cloud services.

The threats and requirements described in this module apply regardless of the service and
delivery model used.

Security requirements with which providers can protect their cloud services are not the
subject of this module. Threats and specific security requirements that must be considered
relevant due to the connection of a cloud service via corresponding application programming
interfaces (APIs) are also not considered in this module.

Differentiation from Conventional IT Outsourcing

When the work, production, or business processes of an organisation are outsourced, they are
dealt with completely or partially by external service providers. This is an established part of
organisational strategies today. In most cases, conventional IT outsourcing is designed so that
all the infrastructure rented is used exclusively by a single customer (single-tenant
architecture) even if outsourcing providers usually have several customers. Moreover,
outsourcing contracts are most often concluded over longer periods of time.

Using cloud services is similar to conventional outsourcing in many respects, but there are also
several differences which have to be taken into account:

e For economic reasons, several users often share a joint infrastructure in a cloud.

e Cloud services are dynamic and thus scalable in both directions within much shorter
periods. Cloud-based offerings can thus be adapted more quickly to the user’s actual needs.

e The cloud services used are usually controlled by the cloud user via a web interface. This
means that the user can automatically tailor the services used to their individual needs.

e The technologies used for cloud computing make it possible to distribute IT services
dynamically over multiple locations that can be geographically dispersed, including both
within and outside of one's home country.

e The customer can easily manage the services used and their resources via web interfaces or
other suitable interfaces, which requires little interaction with the provider.



2. Threat Landscape

For module OPS.2.2 Cloud Usage, the following specific threats and vulnerabilities are of
particular importance.

2.1. Insufficient Strategy for Cloud Use

Using cloud services in an organisation is a strategic decision. If an organisation lacks a
sufficient strategy for cloud use, it may, for example, choose an inappropriate cloud service or
provider. The selected cloud service may not be compatible with the organisation's own IT,
internal business processes, or protection needs. This can have a negative impact on business
processes in organisational, technical, or financial terms. In general, an inadequate strategy for
cloud use can result in the associated objectives not being achieved or the corresponding
security level falling significantly.

2.2. Dependence on a Cloud Service Provider (Loss of Control)

If an organisation uses external cloud services, it is more or less dependent on the respective
cloud service provider. As a result, the organisation may no longer be able to fully control the
outsourced business processes or the associated information—or, in particular, their security.
Despite possible controls, the organisation also depends at a certain point on the cloud service
provider to properly implement the necessary security safeguards. Failure in this regard results
in inadequate protection of business processes and business-critical information.

In addition, the use of external cloud services can lead to the loss of knowledge about
information security and technology within the organisation. As a result, the organisation may
no longer be able to assess whether the protective safeguards taken by the provider are
sufficient. This makes it very difficult to change providers, as well. The cloud service provider
could also exploit this dependency—for example, to enforce price increases or lower its quality
of service.

2.3. Poor Compliance Management When Using the Cloud

When an organisation decides to use a cloud service, the decision usually carries many
expectations. For example, employees are hoping for higher performance or greater
functionality from outsourced services, while those in charge of the organisation are betting
on lower costs. However, a lack of compliance management prior to cloud use can lead to
expectations not being met and the service not delivering the desired added value (e.g. in
terms of availability).

2.4. Violations of Legal Provisions

Many cloud service providers offer their services in an international environment. They are
thus often subject to other national legislation. Cloud customers, meanwhile, frequently only
see the advantages associated with cloud computing (e.g. cost advantages) and misjudge the
legal framework conditions with regard to aspects such as data protection, information
obligations, insolvency law, liability, or information access for third parties. This could result



in violations of applicable policies and guidelines and also compromise the security of
outsourced information.

2.5. Cloud Service Providers Offering Inadequate Multi-Client
Capability

In cloud computing, different customers usually share a common infrastructure, such as IT
systems, networks, and applications. If the resources of the different customers are not
separated securely enough, a customer may be able to access the areas of another customer
and manipulate or delete information there.

2.6. Inadequate Contractual Arrangements with a Cloud Service
Provider

Inadequate contractual arrangements with a cloud service provider may result in a variety of
security issues that can be severe. If areas of responsibility, tasks, performance parameters, or
efforts are described insufficiently or ambiguously, it is possible that the cloud service provider
will not implement security safeguards sufficiently (or at all) due to a lack of resources.

Situations that are not clearly regulated in contracts can also result in disadvantages for the
client. For example, cloud service providers often use third-party services to provide their own
services. If there are insufficient contractual agreements or if the dependencies between the
service provider and third party have not been disclosed, this can also have a negative effect on
information security and the service provided to the organisation.

2.7. Lack of Planning of Migrations to Cloud Services

A migration to a cloud service is almost always a critical phase. Poor planning can lead to
errors that affect information security within the organisation in question. If, for example, an
organisation does not plan properly and recklessly dispenses with a gradual migration, this can
lead to considerable problems in practice. Without prior test phases, pilot users, or temporary
parallel operation of the existing infrastructure and cloud services, important data can be lost
or services can fail completely.

2.8. Inadequate Integration of Cloud Services into an Organisation's
Own IT

Cloud services must be adequately integrated into an organisation's IT infrastructure. If the
persons in charge do not implement this sufficiently, users may not be able to fully access the
cloud services that have been commissioned. The cloud services may thus not deliver the
required and agreed performance, or they may not be accessible (or only to a limited extent).
This can slow down business processes or cause them to fail altogether. If cloud services are
improperly integrated into an organisation's in-house IT, this can also lead to serious
vulnerabilities.



2.9. Insufficient Provisions for Termination of Cloud Usage

Inadequate provisions for the potential termination of a cloud usage contract can have serious
consequences for an organisation. Experience has shown that this is always particularly
problematic if a situation that is critical from the organisation's point of view occurs
unexpectedly, such as if its cloud service provider is sold, goes bankrupt, or faces serious
security concerns. Without adequate internal precautions and detailed contract provisions, the
organisation will have difficulty terminating its contract with the cloud service provider. In
this case, it may be difficult (if not impossible) to transfer the outsourced cloud service
promptly to another service provider, for example, or to reintegrate it back into the
organisation.

Moreover, insufficient regulations regarding data deletion at the end of the contract may lead
to unauthorised access to an organisation's information.

2.10. Inadequate Administration Model for Cloud Use

When cloud services are used, it often changes the understanding of roles within the cloud
customer’s IT Operation Department. The role of administrators often evolves from
conventional system administration into service administration. If this process is not
accompanied sufficiently, it can have a negative impact on cloud use—for example, if
administrators are not entirely in agreement with the changes or they are insufficiently
trained for their new tasks. As a result, the cloud services may not be properly administered
and thus only available to a limited extent, or they may fail altogether.

2.11. Insufficient Contingency Planning Concept

An insufficient contingency planning concept can quickly lead to serious consequences when
using the cloud. If the cloud service in question or parts of it fail, then failings in the
contingency planning concepts of the cloud service provider and in the related interfaces
always lead to unnecessarily long downtimes, with corresponding consequences for the
client's productivity or services. In addition, poor coordination of emergency scenarios
between the client and the service provider may cause gaps in contingency planning.

2.12. Failure in the IT Systems of a Cloud Service Provider

The IT systems, applications, and processes operated by a cloud service provider might fail
partially or completely, which will likely impact its customers, as well. If clients are
insufficiently separated from each other, even a failed IT system that is not assigned to a given
cloud customer can affect that customer's ability to access contractually guaranteed services.
Similar problems arise when the connection between the cloud service provider and the
customer fails, or when the cloud computing platform in use is successfully attacked.

3. Requirements

The specific requirements of module OPS.2.2 Cloud Usage are listed below. As a matter of
principle, the IT Operation Department is responsible for fulfilling the requirements. The



Chief Information Security Officer (CISO) must always be involved in strategic decisions.
Furthermore, the CISO is responsible for ensuring that all requirements are met and verified
according to the security concept agreed upon. There can be additional roles with further
responsibilities for the implementation of requirements. They are listed explicitly in square
brackets in the header of the respective requirements.

Responsibilities Roles

Overall responsibility [IT Operation Department

Further Process Owner, Data Protection Officer, Top Management, Human
responsibilities Resources Department

3.1. Basic Requirements

For module OPS.2.2 Cloud Usage, the following requirements MUST be met as a matter of
priority:

OPS.2.2.A1 Drawing Up a Strategy for Cloud Usage [Process Owner, Top
Management, Data Protection Officer] (B)

A strategy MUST be established for cloud usage. It MUST define the objectives, opportunities,
and risks that a given organisation associates with cloud use. In addition, the legal and
organisational framework conditions and the technical requirements arising from the use of
cloud services MUST be examined. The results of this investigation MUST be documented in a
feasibility study.

The services to be purchased from a cloud service provider in the future MUST be documented
along with the chosen delivery model. In addition, it MUST be ensured that all fundamental
aspects of technical and organisational security are sufficiently considered in the planning
phase for cloud use.

A rough individual security analysis SHOULD be carried out for the planned cloud service.
This SHOULD be repeated if technical and organisational framework conditions change
significantly. For larger cloud projects, a roadmap SHOULD also be developed to determine
when and how a cloud service will be deployed.

OPS.2.2.A2 Drawing Up a Security Policy for Cloud Usage [Process Owner] (B)

A security policy for cloud usage MUST be created based on an organisation's strategy for
cloud usage. It MUST include specific security requirements for implementing cloud services
within the organisation. It MUST also document specific security requirements for the cloud
service provider and the defined level of protection for cloud services in terms of
confidentiality, integrity and availability. If cloud services from international providers are
used, the special country-specific requirements and legal regulations at hand MUST be taken
into account.

OPS.2.2.A3 Service Definition for Cloud Services by the Customer [Process
Owner] (B)

Cloud customers MUST develop a service definition for each cloud service they intend to use.
All the cloud services planned and used SHOULD also be documented.



OPS.2.2.A4 Definition of Areas of Responsibility and Interfaces [Process
Owner] (B)

Based on their service definitions for cloud services, cloud customers MUST identify and
document all the interfaces and responsibilities relevant to cloud usage. The differentiation
between the responsibilities of a given customer and its cloud service provider MUST be
clearly evident.

3.2. Standard Requirements

For module OPS.2.2 Cloud Usage, the following requirements correspond to the state-of-the-
art technology together with the Basic Requirements. They SHOULD be met as a matter of
principle.

OPS.2.2.A5 Planning a Secure Migration to a Cloud Service [Process Owner] (S)

Before migrating to a cloud service, cloud customers SHOULD draw up a migration concept.
To this end, organisational regulations and the distribution of tasks SHOULD first be defined.
In addition, existing business processes that will be affected by the planned cloud usage
SHOULD be identified and adjusted accordingly. It SHOULD be ensured that an organisation's
own IT is sufficiently considered in the migration process. Those in charge SHOULD also
determine whether the organisation's employees should receive additional training.

OPS.2.2.A6 Planning the Secure Integration of Cloud Services (S)

Before using a cloud service, organisations SHOULD carefully plan how it is to be integrated
into their IT. For this purpose, they SHOULD check (at minimum) whether adaptations of
interfaces, network connections, or the administration and data management models at hand
are necessary. The results SHOULD be documented and updated at regular intervals.

OPS.2.2.A7 Drawing Up a Security Concept for Cloud Usage (S)

Cloud customers SHOULD develop a security concept for the use of cloud services based on
the security requirements they have identified (see OPS.2.2.A2 Drawing Up a Security Policy for
Cloud Usage).

OPS.2.2.A8 Careful Selection of a Cloud Service Provider [Top Management] (S)

Cloud customers SHOULD create a detailed requirements profile for their future cloud service
provider based on their service definition of the cloud service they intend to use. A service
specification and a requirements specification SHOULD be drawn up. Supplementary sources
of information SHOULD also be used to assess cloud service providers. The service
descriptions available from cloud service providers SHOULD also be carefully examined and
reviewed.

OPS.2.2.A9 Contractual Arrangements with the Cloud Service Provider [Top
Management] (S)

The contractual provisions between cloud customers and cloud service providers SHOULD be
adapted in terms of their type, scope, and level of detail to the protection needs of the
information to be used in the cloud. The location in which the cloud service provider renders
its services SHOULD be specified. In addition, escalation levels and communication channels



SHOULD be defined between a given organisation and its cloud service provider. The manner
in which the organisation's data should be securely deleted SHOULD also be agreed.
Termination provisions SHOULD also be established in writing. Cloud service providers
SHOULD disclose all the subcontractors they require to provide their service.

OPS.2.2.A10 Secure Migration to a Cloud Service [Process Owner] (S)

An organisation's migration to a cloud service SHOULD take place on the basis of its
established migration concept. Whether its security concept for cloud usage needs to be
adapted to potential new requirements SHOULD be checked during the migration. All
preventive safeguards for emergencies SHOULD also be complete and up to date.

The migration to a cloud service SHOULD first be verified in a test run. Once the cloud service
has gone live, it SHOULD be checked whether the cloud service provider meets the cloud
customer's defined requirements.

OPS.2.2.A11 Drawing Up a Contingency Concept for a Cloud Service (S)

Cloud customers SHOULD create a contingency concept for the cloud services they use. It
SHOULD contain all the necessary information about responsibilities and contact persons. In
addition, detailed rules SHOULD be drawn up for backups. The specifications for redundant
management tools and interface systems SHOULD also be recorded.

OPS.2.2.A12 Maintaining Information Security During Live Cloud
Operations (S)

Cloud customers SHOULD regularly update all the documentation and policies they have
created for the cloud services in use. Cloud customers SHOULD also periodically check
whether their cloud service providers are rendering the contractually guaranteed services.
Cloud service providers and their customers SHOULD also coordinate regularly if possible.
Plans SHOULD be made and drills carried out on how to respond to system failures.

OPS.2.2.A13 Evidence of Sufficient Information Security for Cloud Usage
(S)

Cloud customers SHOULD have their cloud service providers regularly prove that the agreed
security requirements are being met. Such evidence SHOULD be based on an internationally
recognised set of rules (e.g. IT-Grundschutz, ISO/IEC 27001, Compliance Control Catalogue
(C5), Cloud Controls Matrix of the Cloud Security Alliance). Cloud customers SHOULD check
whether the scope and protection needs cover the cloud services used.

If a cloud service provider uses subcontractors to provide its cloud services, it SHOULD
regularly demonstrate to its cloud customers that they are performing the necessary audits.

OPS.2.2.A14 Orderly Termination of a Cloud Service Relationship [Process
Owner, Top Management] (S)

If a cloud customer terminates its service relationship with a cloud service provider, it
SHOULD ensure that this will not interfere with its business operations or processes. Contracts
with cloud service providers SHOULD regulate how the service relationship in question can be
terminated in an orderly manner.



3.3. Requirements in Case of Increased Protection Needs

Generic suggestions for module OPS.2.2 Cloud Usage are listed below for requirements which
go beyond the standard level of protection. These SHOULD be taken into account IN THE
EVENT OF INCREASED PROTECTION NEEDS. Final specification is performed within a risk

analysis.

OPS.2.2.A15 Ensuring the Portability of Cloud Services [Process Owner]
(H)

Cloud customers SHOULD define all the requirements necessary to change cloud service
providers or bring the cloud service or data back into their own IT infrastructure. Cloud

customers SHOULD also conduct regular portability tests. Contracts with cloud service
providers SHOULD include specifications to ensure the necessary portability.

OPS.2.2.A16 Implementing In-House Backups [Process Owner] (H)

Cloud customers SHOULD check whether they should create their own data backups in
addition to the contractually specified data backups of their cloud service providers. In
addition, they SHOULD create detailed requirements for a backup service.

OPS.2.2.A17 Use of Encryption When Using the Cloud (H)

If data is encrypted by a cloud service provider, the encryption mechanisms and key lengths
that may be used SHOULD be contractually agreed. If the customer’s own encryption
mechanisms are used, suitable key management SHOULD be ensured. The encryption
SHOULD take into account any special features of the selected cloud service model.

OPS.2.2.A18 Use of Federation Services [Process Owner| (H)

Customers SHOULD check whether Federation Services are being used in their cloud
computing projects.

It SHOULD be ensured that a Security Assertion Markup Language (SAML) ticket only
transmits the necessary information to the cloud service provider in question. Authorisations
SHOULD be checked regularly so that only authorised users are issued an SAML ticket.

OPS.2.2.A19 Security Vetting of Employees [Human Resources
Department] (H)

It SHOULD be contractually agreed with external cloud service providers that appropriate
checks will be carried out to ensure that the personnel used are qualified and trustworthy. To
this end, providers and customers SHOULD work together to define corresponding criteria.

4. Additional Information

4.1. Useful Resources

In its publication “Cloud Computing Compliance Controls Catalogue (C5)”, the BSI describes
criteria for assessing the information security of cloud services.



The Cloud Security Alliance (CSA) provides recommendations for the use of cloud services in
its “Security Guidance for Critical Areas of Focus in Cloud Computing”.

The National Institute of Standards and Technology (NIST) provides recommendations on the
use of cloud services in NIST Special Publication 800-144, “Guidelines on Security and Privacy
in Public Cloud Computing”.

The European Union Agency for Network and Information Security (ENISA) has published the
advanced document "Cloud Computing: Benefits, Risks, and Recommendations for
Information Security".

In section SC 2 ("Cloud Computing") of “The Standard of Good Practice for Information
Security”, the Information Security Forum (ISF) provides guidelines for the use of cloud
services.

5. Appendix: Cross-Reference Table
for Elementary Threats

This cross-reference table lists the Elementary Threats with which the requirements of this
module are associated. This table can be used to determine which Elementary Threats are
covered by which requirements. Implementing the security safeguards derived from the
requirements will help mitigate the corresponding Elementary Threats. The letters in the
second column (C = confidentiality, I = integrity, A = availability) indicate which key security
objectives are primarily addressed by each requirement. The following Elementary Threats are
relevant for module OPS.2.2 Cloud Usage.

G 0.9 Failure or Disruption of Communication Networks

G 0.11 Failure or Disruption of Service Providers

G 0.14 Interception of Information / Espionage

G 0.15 Eavesdropping

G 0.18 Poor Planning or Lack of Adaptation

G 0.19 Disclosure of Sensitive Information

G 0.25 Failure of Devices or Systems

G 0.26 Malfunction of Devices or Systems

G 0.29 Violation of Laws or Regulations

G 0.30 Unauthorised Use or Administration of Devices and Systems
G 0.31 Incorrect Use or Administration of Devices and Systems
G 0.32 Misuse of Authorisation

G 0.35 Coercion, Blackmail or Corruption



G 0.36 Identity Theft
G 0.41 Sabotage
G 0.45 Data Loss
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OPS.3.1 Outsourcing for Service
Providers

1. Description

1.1. Introduction

Within the framework of outsourcing, service providers handle business processes and
services either in part or entirely on behalf of outsourcing customers. Outsourcing can involve
the use and operation of hardware and software, and services can be provided on the
outsourcing customer's premises or at an external operating facility of the outsourcing service
provider. Typical examples involve the operation of a data centre, an application, or a web site.
Outsourcing is a generic term that is often supplemented by other terms such as "hosting",
"housing", or "colocation".

Regardless of the services actually taken over, outsourcing requires a close relationship
between the service provider and the customer. This means the outsourcing service provider is
not insulated from the risks of an outsourcing relationship. In addition, it must implement the
risk-mitigating security requirements defined by outsourcing customers (see module OPS.2.1
Outsourcing for Customers). This is because it is also in the interest of the outsourcing service
provider to provide the agreed service and maintain the agreed security level. If the
requirements placed on the outsourcing service provider are not met, there is a risk of high
contractual penalties and possibly further legal consequences. Along with financial
consequences, this can also cause lasting damage to the provider's reputation.

1.2. Objective

The module describes the requirements that outsourcing service providers must meet in order
to provide the level of security demanded by outsourcing customers and avoid uncontrollable
risks that might result from these business relationships. This module concentrates on
requirements that address the processes of planning, implementing, and controlling
information security aspects within the framework of outsourcing from the service provider’s
point of view.



1.3. Scoping and Modelling

Module OPS.3.1 Outsourcing for Service Providers must be applied from the service provider's
perspective to any outsourcing customer that obtains services from an outsourcing provider.

The module contains security requirements that service providers should fulfil when offering
outsourcing services.

The protection of transmission channels between service providers and the outsourcing
customers is not addressed within the framework of this module.

The use of outsourcing services from the customer's perspective is covered in OPS.2.1
Outsourcing for Customers.

2. Threat Landscape

For module OPS.3.1 Outsourcing for Service Providers, the following specific threats and
vulnerabilities are of particular importance:

2.1. Failure of a Wide Area Network (WAN)

Outsourcing providers that do not render their services on site with customers depend
significantly on the availability of wide area networks (WAN). For economic reasons, such
services are mostly provided from a few centralised locations. The service provider then
connects to the outsourcing customer using these wide area networks. The failure of a wide
area network may thus make it impossible to provide outsourced services.

2.2. Insufficient Rules Regarding Information Security

Within the framework of outsourcing, service providers receive and process large amounts of
information from outsourcing customers. Depending on the protection needs of the
information to be processed, insufficient rules may cause damage (e.g. if the related
responsibilities are unclear). For example, the relevant rules and instructions might not be
updated in the event of technical, organisational, or personnel changes, such as a change in
contact person. The spectrum of inadequate rules ranges from unclear responsibilities and
control functions to guidelines that are incomprehensible, incoherently formulated, or simply
not in place.

2.3. Incorrect Administration of Site, System and Data Access Rights

Depending on the outsourcing project in question, the employees of the outsourcing customer
may need site, system, and data access rights for IT systems, information, buildings, or rooms
of the outsourcing service provider. If these rights are poorly assigned, managed, and
controlled by the outsourcing service provider, this can lead to far-reaching security problems.
If the processes for granting rights are too complex, for example, it may take too long for the
employees of the outsourcing customer to obtain urgently needed rights. On the other hand, if
the IT Operation Department grants its clients too many rights, they might also access areas of
other clients as a consequence.



2.4. Inadequate testing and approval procedures

If an outsourcing service provider has not established sufficient testing and approval
procedures for the hardware and software for which they are responsible, it represents a
significant threat to IT operations. Existing errors in the hardware and software or security
gaps in configurations might not be detected too late (or not at all). If new components are
integrated into the operating environment without being tested sufficiently beforehand,
errors or security vulnerabilities from the area of one client could also have a negative impact
on other customers.

If inadequate testing and approval procedures lead to security incidents, the protection
customer data requires is no longer guaranteed. This can have financial consequences if, for
example, a contractual relationship is then terminated or contractual penalties have to be paid.

2.5. Insecure transport of files and storage media

Outsourcing service providers often process large amounts of customer data. However, if files,
documents, and storage media are not transported in accordance with their protection
requirements, both the outsourcing organisation and the outsourcing service provider can
suffer considerable damage. This may be the case if information is manipulated en route, can
be viewed by unauthorised persons, or is simply lost. This in turn can lead to significant
problems in the business relationship between the outsourcing customer and service provider
in question.

2.6. Insufficient information security management by the outsourcing
service provider

Insufficiently established or inappropriately implemented information security management
on the part of an outsourcing service provider entails significant risks. It is problematic, for
example, if no one takes overall responsibility for the topic of information security, the
provider's executives do not sufficiently support the topic, the strategic and conceptual
guidelines are inadequate, or the security process is not transparent. If the outsourcing service
provider's overall approach to information security is poorly organised, it runs the risk of not
being able to meet the requirements of outsourcing organisations.

2.7. Inadequate contractual arrangements with an outsourcing
customer

Inadequate contractual arrangements sometimes result in an outsourcing service provider
failing to provide the service required to maintain an outsourcing customer’s level of security.
However, if the outsourcing service provider is not sufficiently informed about the protection
needs and security requirements of outsourced data or systems, it cannot adequately protect
them.



2.8. Insufficient terms for the end of an outsourcing arrangement

If an outsourcing contract does not adequately specify how the contract can be terminated,
conflicts may arise when the corresponding business relationship ends. For example, the
outsourcing service provider may irrevocably delete the outsourcing customer’s information
before it has been completely and properly transferred to the customer. If this occurs, it may
result in financial penalties for the service provider.

2.9. Inadequate contingency planning for outsourcing

If an outsourcing service provider does not have an adequate contingency planning concept,
contractually agreed IT systems and applications might only be available to a limited extent in
an emergency, or not at all. As a result, business processes based on these systems and
applications may not available and contractually agreed services may not be provided.

2.10. Failure of an outsourcing service provider’s systems

If an outsourcing service provider's IT systems and processes fail partially or completely, this
will also impact its customers. Problems may also arise if clients are not sufficiently separated
on the provider side. Under some circumstances, the failure of a system not assigned to a given
outsourcing customer may nonetheless prevent that customer from using a contractually
stipulated service. Similar problems arise when the connection between an outsourcing
service provider and one of its customers fails.

If corresponding terms were agreed in the contract in question, the customer will then be able
to claim damages from the service provider.

2.11. Vulnerabilities in the connection to an outsourcing service
provider

If, within the framework of an outsourcing project, the IT connection between the
outsourcing service provider and the outsourcing customer is insufficiently secured, the
confidentiality and integrity of the data transmitted may be threatened. Open or poorly
secured interfaces can also allow external unauthorised access to the systems of the
organisations involved.

2.12. Social engineering

Social engineering is a method used to gain unauthorised access to information or IT systems
by eavesdropping on employees. It can be used to manipulate employees into performing
unauthorised tasks. Employees of outsourcing service providers may be a particularly
worthwhile target in this regard because they have access to a wealth of data from different
organisations.



2.13. Lack of multi-client capability with the outsourcing service
provider

Outsourcing service providers normally have numerous different customers that rely on the
same resources, such as IT systems, networks, or personnel. If the IT systems and data of the
different outsourcing customers are not separated with a sufficient level of security, there is
the risk that one customer may access the area of another. Furthermore, there might be
conflicts of interest on the part of an outsourcing service provider if comparable resource
requirements must be met simultaneously. If the respective outsourcing customers are also
competitors, this can be particularly problematic.

3. Requirements

The specific requirements of module OPS.3.1 Outsourcing for Service Providers are listed below.
As a matter of principle, the IT Operation Department is responsible for fulfilling the
requirements. The Chief Information Security Officer (CISO) must always be involved in
strategic decisions. Furthermore, the CISO is responsible for ensuring that all requirements are
met and verified according to the security concept agreed upon. There can be additional roles
with further responsibilities for the implementation of requirements. They are listed explicitly
in square brackets in the header of the respective requirements.

Responsibilities Roles

Overall responsibility [IT Operation Department

Further Organisation, Data Protection Officer, Central Administration, BCM
responsibilities Officer, Human Resources Department, Top Management

3.1. Basic Requirements

For module OPS.3.1 Outsourcing for Service Providers, the following requirements MUST be
met as a matter of priority:

OPS.3.1.A1 Drawing Up a Rough Concept for the Outsourcing Service (B)

Outsourcing service providers MUST prepare rough concepts for the services they offer. These
rough concepts MUST account for the framework conditions of the outsourcing in question,
such as special requests. They MUST answer basic questions about the security level and the
security requirements of outsourcing customers.

3.2. Standard Requirements

For module OPS.3.1 Outsourcing for Service Providers, the following requirements correspond
to the state-of-the-art technology together with the Basic Requirements. They SHOULD be
met as a matter of principle.

OPS.3.1.A2 Contractual Arrangements with Outsourcing Customers (S)

All the aspects of outsourcing projects SHOULD be agreed in writing with the respective
outsourcing customers. All responsibilities and duties to collaborate on creating, reviewing,



and changing these aspects (e.g. persons) SHOULD be specified within the framework of each
agreement, or also directly in the security concepts between outsourcing service providers and
their customers.

OPS.3.1.A3 Creating a Security Concept for the Outsourcing Project (S)

An outsourcing service provider SHOULD have a security concept for its services. For
individual outsourcing projects, it SHOULD also establish specific security concepts based on
the respective outsourcing customers' security requirements. Common security objectives
SHOULD be developed between outsourcing service providers and their customers. A
common classification for all sensitive information SHOULD also be established. Regular
checks SHOULD be performed to ensure that the applicable security concepts are
implemented.

OPS.3.1.A4 Definition of Possible Communication Partners [Central
Administration, Data Protection Officer] (S)

The internal and external communication partners who may transmit and receive specific
information on a given outsourcing project SHOULD be defined between the outsourcing
service provider and the outsourcing customer. [t SHOULD be checked at regular intervals
whether the communication partners are still working in their respective roles. The
corresponding authorisations SHOULD be adapted in the event of changes. Criteria that
determine which communication partners may receive which information SHOULD be
specified between the outsourcing partners at hand.

OPS.3.1.A5 Provisions for Deploying the Personnel of Outsourcing Service
Providers [Human Resources Department] (S)

The employees of an outsourcing service provider SHOULD be instructed regarding their tasks
and informed of outsourcing customers' existing information security regulations. Where
required, the outsourcing service provider’s employees SHOULD be vetted in accordance with
the customer's requirements (e.g. by means of a certificate of good conduct). The employees of
the outsourcing service provider SHOULD be obliged in writing to comply with the relevant
laws, regulations, confidentiality agreements, and internal provisions. Deputising
arrangements SHOULD be implemented in all areas.

OPS.3.1.A6 Procedures Regarding the Use of Third-Party Personnel [Human
Resources Department] (S)

If an outsourcing service provider deploys external personnel, its outsourcing customers
SHOULD be informed. External employees with responsibilities related to outsourcing
SHOULD also be required in writing to comply with relevant laws, regulations, and internal
rules. They SHOULD be briefed on their tasks, and in particular on security specifications.
Third-party personnel deployed on short notice (or only once) SHOULD be treated as visitors.
However, customers' security specifications SHOULD also be taken into account for third-
party personnel.



OPS.3.1.A7 Creation of a Client Separation Concept by an Outsourcing Service
Provider (S)

A suitable client separation concept SHOULD ensure that the application and data contexts of
different outsourcing customers are separated appropriately. Client separation concepts
SHOULD be drawn up by outsourcing service providers and made available to their customers.
Client separation concepts SHOULD provide sufficient security for the protection needs of
outsourcing customers. The necessary client separation mechanisms SHOULD be
implemented sufficiently by the outsourcing service provider.

OPS.3.1.A8 Agreements on Connecting to Outsourcing Partner Networks (S)

Before a proprietary network is connected to the network of an outsourcing service provider,
all the security-relevant aspects at hand SHOULD be specified in a written agreement. It
SHOULD be defined who from one data network may access which areas and services of the
other data network. Contact partners SHOULD be appointed on both sides for organisational
and technical questions regarding the network connection. All security gaps identified
SHOULD be eliminated and the required level of security SHOULD be verifiably achieved
before the network connection is activated. In the event of security issues on one or both sides,
it SHOULD be specified who must be informed and what escalation steps are to be initiated.

OPS.3.1.A9 Agreement on the Exchange of Data Between Outsourcing Partners
(S)

The required security safeguards SHOULD be agreed for the regular exchange of data among
fixed communication partners of the outsourcing partners in question. Data formats and a
secure form of data exchange SHOULD be defined. Contact persons SHOULD be appointed for
organisational and technical questions. Appropriate contact persons SHOULD also be named
for security-relevant events that occur when exchanging data with third parties. Availability
and response times when exchanging data with third parties SHOULD be agreed. The types of
exchanged data that can be used for specific purposes SHOULD also be defined.

OPS.3.1.A10 Planning and Maintaining Information Security During
Ongoing Outsourcing Operations (S)

The security concepts of outsourcing partners SHOULD be regularly checked to ensure that
they are still up to date and consistent with each other. The status of the security safeguards
agreed SHOULD be checked at regular intervals. Outsourcing partners SHOULD cooperate
appropriately. They SHOULD also coordinate regularly on changes and improvements.

In addition, outsourcing partners SHOULD perform regular joint drills and tests. Information
on security risks and how to handle them SHOULD be exchanged between outsourcing
partners at regular intervals. A process SHOULD be a defined to secure the flow of information
in case of security incidents that affect the contractual partners in question.

OPS.3.1.A11 Site, System, and Data Access Control [Central
Administration] (S)
Site, system, and data access authorisations SHOULD be regulated for the employees of both

outsourcing service providers and outsourcing customers. [t SHOULD also be specified which
authorisations are to be granted to auditors and other inspectors. Rights SHOULD always only



be granted when they are necessary to perform a task. There SHOULD be a controlled
procedure for granting, managing, and withdrawing authorisations.

OPS.3.1.A12 Change Management [Organisation] (S)

There SHOULD be policies for making changes to IT components, software, and configuration
data. When making changes, the relevant security aspects SHOULD also be considered. All
changes MUST be planned, tested, approved, and documented. How and to what extent the
changes are documented SHOULD be agreed with outsourcing customers. The documentation
SHOULD be made available to outsourcing customers. Fallback solutions SHOULD be
developed before changes are carried out. In the event of major security-relevant changes, the
information security management department of the outsourcing organisation in question
SHOULD already be involved in advance.

OPS.3.1.A13 Secure Migration in Outsourcing Projects (S)

For the migration phase of a given outsourcing project, a security management team
consisting of qualified employees of the outsourcing customer and the outsourcing service
provider SHOULD be established. A security concept SHOULD be drawn up for the migration
phase. Upon completion of the migration, the security concept SHOULD be updated. It
SHOULD be ensured that all exceptions are reversed at the end of the migration phase. If there
are changes during the migration phase, it SHOULD be checked whether the contractual basis
and existing documents need to be adjusted accordingly.

OPS.3.1.A14 Contingency Planning for Outsourcing [BCM Officer] (S)

There SHOULD be a contingency planning concept for outsourcing that comprises the
components of the outsourcing customer and the outsourcing service provider in question, as
well as the associated interfaces. The contingency planning concept for outsourcing SHOULD
specify the responsibilities, contact persons, and processes between the outsourcing customer
and the outsourcing service provider. Regular joint emergency drills SHOULD be performed.

OPS.3.1.A15 Orderly Termination of an Outsourcing Relationship [Top
Management] (S)

If a contractual relationship with an outsourcing customer is terminated, the business
activities of the customer and the outsourcing provider SHOULD NOT be affected. The
outsourcing contract with the outsourcing customer SHOULD specify all aspects regarding the
termination of the service relationship in question, including for both a planned and an
unplanned end of the contractual relationship. The outsourcing service provider SHOULD
return all the information and data of the outsourcing customer. The outsourcing service
provider SHOULD then securely delete all data belonging to the customer. All authorisations
configured within the framework of the outsourcing project in question SHOULD be reviewed
and deleted if required.

3.3. Requirements in Case of Increased Protection Needs

Generic suggestions for module OPS.3.1 Outsourcing for Service Providers are listed below for
requirements which go beyond the standard level of protection. These SHOULD be taken into
account IN THE EVENT OF INCREASED PROTECTION NEEDS. Final specification is
performed within a risk analysis.



OPS.3.1.A16 Security Vetting of Employees [Human Resources
Department] (H)

The trustworthiness of an outsourcing service provider's new employees and external
personnel SHOULD be checked with the help of appropriate certificates. To this end, criteria
SHOULD be contractually stipulated with outsourcing customers.

4. Additional Information

4.1. Useful Resources

The International Organization for Standardization (ISO) provides guidelines for the
management of service providers in the ISO/IEC 27001:2013 standard (annex A.15.2, “Supplier
Service Delivery Management”). DIN ISO 37500:2015-08 provides further information on
dealing with service providers under “Guidance on Outsourcing”.

The Information Security Forum (ISF) defines various requirements (SD1.1, SA2.2, SC1.2, SC2.2,
LC1.1, BC1.1) for service providers in “The Standard of Good Practice for Information
Security”.

Germany's digital association Bitkom provides information on how business processes can be
outsourced to service providers in “Leitfaden Business Process Outsourcing: BPO als Chance
fir den Standort Deutschland” [Guide to Business Process Outsourcing: BPO as an
Opportunity for Germany as a Business Location].

Bitkom has also published guidance on the legal aspects of outsourcing in the "Leitfaden
Rechtliche Aspekte von Outsourcing in der Praxis" [Guide to Legal Aspects of Outsourcing in
Practice].

The National Institute of Standards and Technology (NIST) lists requirements for service
providers in NIST Special Publication 800-53.

5. Appendix: Cross-Reference Table
for Elementary Threats

This cross-reference table lists the Elementary Threats with which the requirements of this
module are associated. This table can be used to determine which Elementary Threats are
covered by which requirements. Implementing the security safeguards derived from the
requirements will help mitigate the corresponding Elementary Threats. The letters in the
second column (C = confidentiality, I = integrity, A = availability) indicate which key security
objectives are primarily addressed by each requirement. The following Elementary Threats are
relevant for module OPS.3.1 Outsourcing for Service Providers.

G 0.9 Failure or Disruption of Communication Networks

G 0.14 Interception of Information / Espionage



G 0.17 Loss of Devices, Storage Media and Documents

G 0.18 Poor Planning or Lack of Adaptation

G 0.19 Disclosure of Sensitive Information

G 0.22 Manipulation of Information

G 0.25 Failure of Devices or Systems

G 0.30 Unauthorised Use or Administration of Devices and Systems
G 0.33 Shortage of Personnel

G 0.38 Misuse of Personal Information

G 0.41 Sabotage

G 0.45 Data Loss

G 0.46 Loss of Integrity of Sensitive Information
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DER.1 Detecting Security-Relevant
Events

1. Description

1.1. Introduction

In order to protect IT systems, security-relevant events must be detected and handled in good
time. To this end, organisations must plan, implement, and regularly drill appropriate
organisational, personnel, and technical safeguards in advance. When an organisation has a
defined and tested method to build on, it can shorten its reaction times and optimise its
existing processes.

The term "security-relevant event" refers to an event that affects information security or may
impair confidentiality, integrity, and availability. Typical consequences of such events involve
information being intercepted, manipulated, or destroyed. The reasons for this are manifold.
Malware, legacy system infrastructures, or internal attackers can play a role. However,
attackers often also capitalise on zero-day exploits—that is, on vulnerabilities in programs that
have not yet been patched. Another threat to be taken seriously has to do with Advanced
Persistent Threats (APTs). These are targeted cyber attacks on organisations in which an
attacker gains permanent access to a network and subsequently extends this access to other IT
systems. Such incursions are often difficult to detect and characterised by the very large
amount of resources used, as well as significant technical skills on the part of the attackers.

1.2. Objective

This module illustrates a systematic way in which information may be collected, correlated,
and evaluated in order to detect security-relevant events as completely and promptly as
possible. The findings gained within the framework of detection should then improve an
organisation's ability to detect and react appropriately to security-relevant events.



1.3. Scoping and Modelling

Module DER.1 Detecting Security-Relevant Events must be applied once to the entire
information domain under consideration.

It includes basic specifications that must be considered and met when security-relevant events
are detected. These requirements, however, depend on comprehensive logging. The
requirements necessary in this regard are not described in this module, but are included in
OPS.1.1.5 Logging.

When laying the groundwork for the detection of security-relevant events, it is important that
responsibilities and competences be clearly defined and assigned. Particular attention should
be paid to the principle of separation of duties. This topic is not part of this module; it is
covered in module ORP. 1 Organisation.

Furthermore, this module does not describe how to handle security-relevant events after they
have been detected. Recommendations on this subject are provided in the modules DER.2.1
Security Incident Handling and DER.2.2 Provisions for IT Forensics. This module also does not
address the topic of data protection, which is covered in module CON.2 Data Protection.

In order to detect security-relevant events, additional programs are often required, such as
anti-virus programs, firewalls, or intrusion detection/prevention systems (IDS/IPS). The
security aspects of these systems are not considered in this module. They are addressed, for
example, in the modules NET.3.4 IDS/IPS, OPS.1.1.4 Protection Against Malware, and NET.3.2
Firewall.

2. Threat Landscape

For module DER.1 Detecting Security-Relevant Events, the following specific threats and
vulnerabilities are of particular importance.

2.1. Failure to Consider Statutory Provisions and Occupational Rights
of Co-Determination

Programs that detect security-relevant events and evaluate logged data often collect a wealth
of information on the network structure and internal processes of an organisation. This may
include sensitive information such as personal or confidential data or employee workflows.
Since such data can be stored, however, employees' personal rights and rights of co-
determination may be violated. Under certain conditions, the organisation may also be in
violation of the respective data protection laws.

2.2. Insufficient Employee Qualifications

During the day-to-day operations of an organisation, many failures and errors can occur, such
as a sudden, dramatic increase in incoming logged data. If the employees responsible are not
sufficiently aware or trained, they may not identify security-relevant events and thus allow an
attack to remain unnoticed. Even if the employees are adequately aware of and trained in



issues relating to information security, they may still fail to recognise security incidents.
Consider the following examples:

e Auser who has not logged on to the organisation's local network for a long time does not
think it is abnormal that their laptop has been noticeably slower while accessing the
Internet for a week. They do not notice that a malicious program is active in the
background. The user was evidently not adequately trained to recognise suspicious
activities and inform the Chief Information Security Officer accordingly.

e A production manager does not notice that data in both the production systems and
control display systems has been changed in a covert manner. They do not suspect
anything when the SCADA controller of a production system displays unusual values
because this only happens for a short period of time. The incident is not reported because
all the displayed values have returned to normal. As a consequence, no one notices that the
display values were manipulated by malware.

2.3. Improper Administration of the Detection Systems Used

Incorrect configurations may prevent detection systems from working properly. If the alarm
settings are incorrect, for example, it can lead to more false alarms. This may prevent the
employees responsible from differentiating between a false alarm and a security-relevant
event. Furthermore, they might not notice messages quickly enough because too many alarms
are being generated. Attacks might remain unnoticed as a result. The time required to analyse
all the messages will also increase significantly.

2.4. Lack of Information Regarding the Information Domain to be
Protected

Not having enough information about the information domain to be protected carries the risk
that essential areas of the information domain will not be not protected sufficiently by
detection systems. As a consequence, attackers might easily penetrate the respective
organisation's network and access sensitive information. They may also stay in the system for
extended periods of time and access the network without this being noticed.

2.5. Insufficient Use of Detection Systems

If neither detection systems nor the features available in IT systems and applications for
detecting security-relevant events are being used, attackers may penetrate the network of an
organisation more easily without this being noticed and access sensitive information without
authorisation. Insufficient monitoring of the boundaries between networks is particularly
critical.

2.6. Insufficient Personnel Resources

If not enough personnel are available to analyse logged data, security-relevant events may not
be detected completely. As a consequence, attacks may remain unnoticed for extended periods
of time or only be detected after a large amount of sensitive information has been
compromised. If external sources of information are not evaluated due to a lack of sufficient



staff, vulnerabilities may remain open for too long. They may then be exploited by attackers to
gain unauthorised access to an organisation's IT systems.

3. Requirements

The specific requirements of module DER.1 Detecting Security-Relevant Events are listed below.
As a matter of principle, the IT Operation Department is responsible for fulfilling the
requirements. The Chief Information Security Officer (CISO) must always be involved in
strategic decisions. Furthermore, the CISO is responsible for ensuring that all requirements are
met and verified according to the security concept agreed upon. There can be additional roles
with further responsibilities for the implementation of requirements. They are listed explicitly
in square brackets in the header of the respective requirements.

Responsibilities Roles

Overall responsibility [IT Operation Department

Further Employee, Process Owner, User, Supervisor
responsibilities

3.1. Basic Requirements

For module DER.1 Detecting Security-Relevant Events, the following requirements MUST be
met as a matter of priority:

DER.1.A1 Creation of a Security Policy for the Detection of Security-Relevant
Events (B)

Based on the general security policy of the organisation in question, a specific security policy
MUST be drawn up for detecting security-relevant events. This specific security policy MUST
comprehensibly describe requirements and specifications on how to plan, set up, and safely
operate methods of detecting security-relevant events. This specific security policy MUST be
known to all employees responsible in the field of detection and serve as the basis of their
work. If the specific security policy is changed or there are deviations from its requirements,
this MUST be agreed and documented with the responsible CISO. The correct implementation
of this specific security policy MUST be regularly reviewed. The results of the checks MUST be
documented in a meaningful way.

DER.1.A2 Compliance with Legal Conditions When Analysing Log Data (B)

When analysing log data, the provisions of current federal and state data protection law MUST
be followed. If detection systems are used, employees' personal rights and rights of co-
determination MUST be respected. It MUST also be ensured that all the additional legal
provisions that apply are taken into consideration, such as the German Telemedia Act (TMG),
the German Works Constitution Act, and the German Telecommunications Act.

DER.1.A3 Definition of Reporting Paths for Security-Relevant Events (B)

Appropriate channels for reports and alerts MUST be defined and documented for security-
relevant events. They MUST determine which points of contact must be informed and when.
They MUST also specify how the respective persons can be reached. A security-relevant event



MUST be reported using different communication channels depending on the urgency at
hand.

All the relevant persons with regard to reporting and alarms MUST be informed of their tasks.
All the steps of the reporting and alert process MUST be described in detail. The established
reporting and alarm paths SHOULD be reviewed, tested, and updated at regular intervals as
required.

DER.1.A4 Raising Employee Awareness [Supervisor, User, Employee] (B)

All users MUST be instructed not to simply ignore or close the event messages displayed by
their clients. Each user MUST use the prescribed alert channels to pass on messages to those
responsible for incident management (see DER.2.1 Security Incident Handling).

Every employee MUST immediately report a security incident they have detected to the
incident management department.

DER.1.A5 Use of Detection Features Included in Systems [Process Owner] (B)

If IT systems or applications have features that can be used to detect security-relevant events,
these MUST be enabled and used. If a security-relevant event occurs, the messages of the IT
systems concerned MUST be evaluated. The logged events of other IT systems MUST be
checked, as well. In addition, the collected messages SHOULD be checked randomly at
mandatory intervals.

It MUST be checked whether additional malicious code scanners should be installed on central
IT systems. If additional malware scanners are used, they MUST allow their messages and logs
to be evaluated through a central access point. It MUST be ensured that the malicious code
scanners will automatically report security-relevant events to the person responsible. The
responsible parties MUST evaluate and investigate these messages.

3.2. Standard Requirements

For module DER.1 Detecting Security-Relevant Events, the following requirements correspond
to the state-of-the-art technology together with the Basic Requirements. They SHOULD be
met as a matter of principle.

DER.1.A6 Continuous Monitoring and Analysis of Log Data (S)

All log data SHOULD be actively monitored and analysed as constantly as possible. Employees
SHOULD be made responsible for these activities.

If the employees responsible have to actively search for security-relevant events that have
occurred (e.g. when testing or monitoring IT systems), such tasks SHOULD be documented in
corresponding process instructions.

Sufficient personnel resources SHOULD be made available for detecting security-relevant
events.

DER.1.A7 Training of Responsible Persons [Supervisor] (S)

The persons responsible for reviewing event messages SHOULD receive advanced training and
qualifications. When new IT components are procured, a budget for training SHOULD be



planned. A training concept SHOULD be created before the responsible staff members receive
training on new IT components.

DER.1.A8 ELIMINATED (S)

This requirement has been eliminated.

DER.1.A9 Use of Additional Detection Systems [Process Owner] (S)

The network plan in question SHOULD be used to determine which network segments need
to be protected by additional detection systems. Additional detection systems and sensors
SHOULD be added to the information domain. Malicious code detection systems SHOULD be
used and administered from a central location. The transitions defined in the network plan
between internal and external networks SHOULD be complemented by network-based
intrusion detection systems (NIDS).

DER.1.A10 Use of TLS/SSH Proxies [Process Owner] (S)

At transitions to external networks, TLS/SSH proxies SHOULD be used to interrupt encrypted
connections and make it possible to check the data being transmitted for malware. All
TLS/SSH proxies SHOULD be protected against unauthorised access. Security-relevant events
SHOULD be detected automatically on TLS/SSH proxies. An organisational regulation
SHOULD be drawn up that specifies how log data can be evaluated manually in accordance
with the provisions of data protection law.

DER.1.A11 Use of a Central Logging Infrastructure to Evaluate Security-
Relevant Events [Process Owner] (S)

Event messages that are generated by IT systems and applications and stored on a central
logging infrastructure (see OPS.1.1.5 Logging) SHOULD be retrievable using a tool. The selected
tool SHOULD be able to analyse the messages. The collected event messages SHOULD be
checked for anomalies at regular intervals. The signatures of the detection systems used
SHOULD always be identically up to date so that security-relevant events can also be detected
retrospectively.

DER.1.A12 Evaluation of Information from External Sources [Process Owner]
(S)

External sources SHOULD be used to gain new insights into security-relevant events that
could impact an organisation’s own information domain. Messages from different channels
SHOULD be recognised as relevant by employees and forwarded to the correct recipients.
Information from reliable sources SHOULD be evaluated as a general rule. All information
received SHOULD be evaluated in terms of whether it is relevant to the organisation's own
information domain. If this is the case, the information SHOULD be escalated in line with
security incident handling.

DER.1.A13 Regular Audits of Detection Systems (S)

An organisation's detection systems and safeguards SHOULD be audited regularly to check
whether they are still up to date and effective. The values assessed SHOULD include those that
indicate how often security-relevant events are recorded, reported, and escalated. The results



of the audits SHOULD be documented transparently and compared against the organisation's
goals. Deviations SHOULD be investigated.

3.3. Requirements in Case of Increased Protection Needs

Generic suggestions for module DER.1 Detecting Security-Relevant Events are listed below for
requirements which go beyond the standard level of protection. These SHOULD be taken into
account IN THE EVENT OF INCREASED PROTECTION NEEDS. Final specification is
performed within a risk analysis.

DER.1.A14 Evaluation of Log Data by Specialised Personnel (H)

Employees SHOULD be specially assigned to monitor all types of log data. The monitoring of
log data SHOULD be the predominant task of the appointed employees. The appointed
employees SHOULD receive specialised further training and qualifications. A group of persons
SHOULD be appointed to be exclusively responsible for the evaluation of log data.

DER.1.A15 Central Detection and Real-Time Examination of Event Messages
(H)

Central components SHOULD be used to detect and evaluate security-relevant events.
Centralised, automated analyses SHOULD be carried out using software tools. These central,
automated, software-based analyses SHOULD be used to record and correlate all the events
that occur in the system environment at hand. The security-relevant processes SHOULD be
transparent. [t SHOULD be possible to view and evaluate all the data received in the log
administration system in a seamless manner. The data SHOULD be analysed as constantly as
possible. If defined threshold values are exceeded, an alarm SHOULD be generated
automatically. The corresponding personnel SHOULD make sure that an alarm triggers a
qualified response that is appropriate to the situation at hand. In this context, the employee
concerned SHOULD also be informed immediately.

The persons in charge of the system SHOULD audit and (if required) adapt the analysis
parameters at regular intervals. In addition, data that has already been audited SHOULD be
examined automatically for security-relevant events at regular intervals.

DER.1.A16 Use of Detection Systems in Accordance with Protection
Requirements (H)

Applications with higher protection needs SHOULD be protected by means of additional
detection safeguards. To this end, detection systems SHOULD be used that also make it
possible to guarantee that higher protection needs are being met from a technical perspective.

DER.1.A17 Automatic Reaction to Security-Relevant Events (H)

Should a security-relevant event occur, the detection systems used SHOULD automatically
report the event and react with appropriate security safeguards. In the process, methods
SHOULD be used that automatically detect possible attacks, misuse attempts, or security
violations. It SHOULD be possible to automatically intervene in data flows in order to prevent
a possible security incident.



DER.1.A18 Performance of Regular Integrity Checks (H)

The integrity of all detection systems SHOULD be checked regularly. User rights SHOULD also
be checked. In addition, the sensors in use SHOULD regularly check the integrity of files. An
automatic alarm SHOULD be triggered if certain values change.

4. Additional Information

4.1. Useful Resources

The Federal Office for Information Security (BSI) regulates the logging and detection of
security-relevant events in its “Mindeststandard des BSI zur Protokollierung und Detektion
von Cyber-Angriffen” [BSI Minimum Standard for Logging and Detection of Cyber Attacks].

On the topic of intrusion detection, the BSI has published the additional document “BSI-
Leitfaden zur Einfiihrung von Intrusion-Detection-Systemen, Version 1.0” [BSI Guidelines for
the Introduction of Intrusion Detection Systems, Version 1.0].

In "The Standard of Good Practice for Information Security", the Information Security Forum
(ISF) provides guidelines for the use of intrusion detection systems in section TS1.5, "Intrusion
Detection Systems".

5. Appendix: Cross-Reference Table
for Elementary Threats

This cross-reference table lists the Elementary Threats with which the requirements of this
module are associated. This table can be used to determine which Elementary Threats are
covered by which requirements. Implementing the security safeguards derived from the
requirements will help mitigate the corresponding Elementary Threats. The letters in the
second column (C = confidentiality, I = integrity, A = availability) indicate which key security
objectives are primarily addressed by each requirement. The following Elementary Threats are
relevant for module DER.1 Detecting Security-Relevant Events.

G 0.18 Poor Planning or Lack of Adaptation

G 0.21 Manipulation of Hardware or Software
G 0.22 Manipulation of Information

G 0.23 Unauthorised Access to IT Systems

G 0.25 Failure of Devices or Systems

G 0.26 Malfunction of Devices or Systems

G 0.27 Lack of Resources

G 0.29 Violation of Laws or Regulations



G 0.30 Unauthorised Use or Administration of Devices and Systems
G 0.31 Incorrect Use or Administration of Devices and Systems

G 0.32 Misuse of Authorisation

G 0.33 Shortage of Personnel

G 0.37 Repudiation of Actions

G 0.38 Misuse of Personal Information

G 0.39 Malware

G 0.40 Denial of Service

G 0.46 Loss of Integrity of Sensitive Information
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DER.2.1 Security Incident Handling

1. Description

1.1. Introduction

In order to limit damage and avoid additional ramifications, detected security incidents need
to be addressed quickly and efficiently. To this end, it is necessary to establish a specified and
tested method for handling security incidents (also referred to as security incident handling or
security incident response).

A security incident may have significant effects on an organisation and entail major damage.
Examples of such incidents include incorrect configurations that cause confidential
information to be disclosed, or criminal acts such as attacks on servers, the theft of
confidential information, sabotage, or blackmail associated with IT.

The causes of security incidents are manifold and can include malware, outdated system
infrastructures, or internal attackers. Attackers also often take advantage of zero-day exploits—
that is, vulnerabilities in programs that have not yet been patched. Another threat to be taken
seriously has to do with Advanced Persistent Threats (APTs).

Furthermore, users, administrators, or external service providers may behave incorrectly, such
as by changing system parameters in a security-critical manner or violating internal policies.
Other plausible causes include violations of access rights, changes in software or hardware, or
insufficient protection of sensitive rooms and buildings.

1.2. Objective

The objective of this module is to demonstrate a systematic way of creating a concept for
security incident handling.

1.3. Scoping and Modelling

Module DER.2.1 Security Incident Handling must be applied once to the entire information
domain under consideration.



This module focuses on handling security incidents from the standpoint of information
technology. Before security incidents can be handled, however, they must first be recognised.
The security requirements related to this are included in module DER.1 Detecting Security-
Relevant Events, which is a prerequisite of this module. Safeguard required for conducting
forensic IT examinations are described in module DER.2.2 Provisions for IT Forensics. The
process of cleaning up after an ATP incident is covered in module DER.2.3 Clean-Up of
Extensive Security Incidents. A special area of handling security incidents is business continuity
management, which is addressed in module DER.4 Business Continuity Management and not
considered further here. The present module does, however, cover how to determine whether
or not a given situation is an emergency.

2. Threat Landscape

For module DER.2.1 Security Incident Handling, the following specific threats and
vulnerabilities are of particular importance.

2.1. Inappropriate Handling of Security Incidents

In practice, it is impossible to completely eliminate the possibility of security incidents
occurring. This remains the case even when numerous security safeguards are implemented.
That said, responding inappropriately to acute security incidents (or not at all) may result in
major damage with catastrophic consequences. Consider the following examples:

e Suspicious entries are found in the log files of a firewall. If there is no prompt examination
of whether this is the first sign of a possible incursion, attackers may successfully overcome
the firewall without being noticed and penetrate the internal network of the respective
organisation.

e Security vulnerabilities emerge in the IT systems and applications used by an organisation.
If the organisation does not obtain this information in time and fails to take the necessary
countermeasures quickly, these vulnerabilities can be exploited by attackers.

e Aburglary at a branch office of a company is assumed to be a case of drug-related crime
because laptops and flat-screen monitors were the only objects stolen. The fact that
confidential information and access data for IT systems in the company's intranet were
stored on the laptops was not considered important. The CISO was therefore not informed.
As aresult, the organisation is not prepared for the subsequent attacks on the IT systems its
headquarters and other sites. The data found on the stolen laptops was used for the attacks.

In urgent, high-stress situations, poor decisions may be made if there is no appropriate
procedure prescribed for handling security incidents. Such decisions could lead to the press
being misinformed, for example. In addition, third parties could be damaged by an
organisation’s IT systems and claim compensation. If the affected organisation has not
planned fallback or recovery safeguards, the damage it suffers will be significantly greater.



2.2. Destruction of Evidence While Handling Security Incidents

If a security incident is handled carelessly or the applicable specifications are disregarded,
important evidence for investigating the incident or pursuing legal action may be
unintentionally destroyed or rendered inappropriate for court proceedings.

Consider the following examples:

An attacker infects a client with malware whose mode of operation and objective can only
be analysed when the system is running. For this analysis, information on the active
processes and the content of the main memory must be backed up and evaluated. If the
client is shut down prematurely, the information can no longer be used to analyse and get
to the bottom of the security incident.

An administrator finds a running process on a server that is causing an extraordinary CPU
load. In addition, this process is creating temporary files and sending unknown
information over the Internet. If the process is terminated prematurely and the temporary
files are simply deleted, it will not be possible to find out whether confidential information
has been stolen.

An important server becomes compromised because the administrator was not able to
install the latest security updates as planned due to the heavy load on the server and the
lack of a free maintenance window. To avoid any possible disciplinary consequences, the
administrator installs the missing updates before a security team is able to analyse the
source of the intrusion and the damage resulting from it. A workplace culture with a low
tolerance for employee errors has therefore prevented analysis of the problem.

3. Requirements

The specific requirements of this module are listed below. As a matter of principle, the Chief
Information Security officer (CISO) is responsible for fulfilling the requirements. The Chief
Information Security Officer (CISO) must always be involved in strategic decisions.
Furthermore, the CISO is responsible for ensuring that all requirements are met and verified
according to the security concept agreed upon. There can be additional roles with further
responsibilities for the implementation of requirements. They are listed explicitly in square
brackets in the header of the respective requirements.

Responsibilities Roles

Overall responsibility |Chief Information Security Officer (CISO)

Further Process Owner, Data Protection Officer, IT Operation Department,
responsibilities BCM Officer, Top Management

3.1. Basic Requirements

For module DER.2.1 Security Incident Handling, the following requirements MUST be met as a
matter of priority:



DER.2.1.A1 Definition of a Security Incident (B)

Within an organisation, the meaning of the term “security incident” MUST be clearly defined.
A security incident MUST be distinguished from disruptions during day-to-day operations
whenever possible. All employees involved in handling security incidents MUST be familiar
with the definition of a security incident. The definition and occurrence thresholds of such
incidents SHOULD be based on the protection needs of the business processes, IT systems, and
applications affected.

DER.2.1.A2 Drawing Up a Policy for Handling Security Incidents (B)

A policy governing the handling of security incidents MUST be prepared. This policy MUST
define its purpose and objective and govern all aspects of handling security incidents. It MUST
therefore describe codes of conduct for the different types of security incidents. In addition,
there MUST be target-group-oriented and practically usable instructions for all employees.
Furthermore, the interfaces with other management areas SHOULD be taken into account,
including in business continuity management.

All employees MUST be familiar with the policy. It MUST be agreed by the IT Operation
Department and approved by the organisation’s Top Management. The policy MUST be
reviewed and updated regularly.

DER.2.1.A3 Specification of Responsibilities and Contact Persons in the Event
of Security Incidents (B)

It MUST be specified who will be responsible for what in the event of security incidents. The
tasks and competencies applicable in the event of security incidents MUST be defined for all
employees. In particular, the employees who will handle security incidents MUST be informed
of their tasks and competencies. In this context, it MUST be specified who will make the
eventual decision regarding a forensic examination, the criteria to be followed in carrying it
out, and when this should take place.

The employees MUST know the contact persons for all types of security incident. Contact
information MUST always be updated and easily accessible.

DER.2.1.A4 Notification of Entities Affected by Security Incidents [Top
Management, IT Operation Department, Data Protection Officer, BCM Officer]
(B)

When a security incident occurs, all the internal and external entities affected MUST be
informed of the incident promptly. In this process, it MUST be checked whether the Data
Protection Officer, the works council and personnel council, and employees from the legal
department must be consulted. The reporting duties for public authorities and regulated
industries MUST be taken into consideration, as well. Furthermore, it MUST be guaranteed
that the entities affected are informed of the actions they need to take.

DER.2.1.A5 Remedial Action in Connection with Security incidents [IT
Operation Department] (B)
In order for a security incident to be remedied successfully, the person responsible MUST

initially contain the problem and find the cause. They MUST then select the safeguards
necessary to fix the problem. The head of the IT Operation Department MUST approve the



safeguards before they are implemented. The cause MUST then be eliminated and a secure
state established.

There MUST be a current list of internal and external security experts who may be consulted
in the event of security incidents to answer questions from the subject areas involved. Secure
communication methods with these internal and external entities MUST be established.

DER.2.1.A6 Recovering the Operating Environment After Security Incidents
[IT Operation Department] (B)

After a security incident, the affected components MUST be removed from the network. In
addition, all necessary data that could provide information about the nature and cause of the
problem MUST be backed up. On all the components affected, the operating systems and all
applications MUST be checked for changes.

The original data MUST be reinstalled from write-protected data storage media. In so doing, all
security-related configurations and patches MUST also be implemented. If data from backups
is reimported, it MUST be ensured that the data was not affected by the security incident. After
an attack, all access data on the affected components MUST be changed before they are put
back into operation. The components affected SHOULD be subjected to a penetration test
before they are used again.

When recovering the secure operating environment, the users MUST be involved in the
functional tests of the applications. After everything has been recovered, the components
(including the network transitions) MUST be monitored in a targeted manner.

3.2. Standard Requirements

For module DER.2.1 Security Incident Handling, the following requirements correspond to the
state-of-the-art technology together with the Basic Requirements. They SHOULD be met as a
matter of principle.

DER.2.1.A7 Establishment of a Procedure for Handling Security Incidents [Top
Management] (S)

A suitable procedure SHOULD be established for handling security incidents. The procedures
and specifications for different security incidents SHOULD be clearly stipulated and
documented appropriately. An organisation’s Top Management SHOULD implement the
agreed procedure and make it accessible to everyone involved. Regular checks SHOULD be
carried out to ensure that the procedure is still up to date and effective. The procedure
SHOULD then be amended as required.

DER.2.1.A8 Design of Organisational Structures for Handling Security
Incidents (S)

Appropriate organisational structures SHOULD be defined for handling security incidents. A
security incident team SHOULD be established with members who may be called in
depending on the type of incident. Even if the security incident team only meets when a
specific incident has occurred, appropriate members SHOULD be appointed in advance and
instructed on how to perform their tasks. Regular checks SHOULD be carried out to ensure



that the composition of the security incident team is still appropriate. Changes SHOULD then
be made to the security incident team as required.

DER.2.1.A9 Definition of Reporting Paths for Security Incidents (S)

Reporting channels SHOULD be established that are appropriate to the different types of
security incidents. These SHOULD ensure that employees can report security incidents quickly
and easily using reliable and trustworthy channels.

If a central contact point for reporting failures or security incidents is established, this
SHOULD also be communicated to all employees.

There SHOULD be a communication and contact strategy. This strategy SHOULD specify who
must be informed as a matter of principle, who may be informed, who is responsible for
handling this and in what order, and the level of detail of the information provided. It
SHOULD specify who will pass information about security incidents on to third parties. It
SHOULD ensure that no unauthorised persons forward information on security incidents.

DER.2.1.A10 Limiting the Effects of Security Incidents [BCM Officer, IT
Operation Department] (S)

During the root cause analysis of a security incident, a decision SHOULD be taken on whether
it is more important to contain the damage caused or to resolve the incident. Sufficient
information SHOULD be available to be able to estimate the effects of a security incident. For
certain security incident scenarios, worst-case considerations SHOULD be undertaken in
advance.

DER.2.1.A11 Classification of Security Incidents [IT Operation
Department] (B)

A uniform procedure SHOULD be defined for classifying security incidents and disruptions.
The classification procedure for security incidents SHOULD be coordinated between security
management and fault (incident) management.

DER.2.1.A12 Specification of Where Security Incident Handling Overlaps
with Fault Management [BCM Officer] (S)

The interfaces among fault management, business continuity management, and security
management SHOULD be analysed. In so doing, resources that these areas could use in
tandem SHOULD also be defined.

The employees involved in fault management SHOULD be made aware of issues related to
handling security incidents and business continuity management. The security management
SHOULD have read-only access to the incident management tools used.

DER.2.1.A13 Integration into Security and Business Continuity
Management [BCM Officer] (S)

The handling of security incidents SHOULD also be coordinated with business continuity
management. If a special fault management role has already been established in an
organisation, this person SHOULD also be involved.



DER.2.1.A14 Escalation Strategy for Security Incidents [IT Operation
Department] (S)

An escalation strategy SHOULD be formulated that goes beyond the communication and
contact strategy at hand. This escalation strategy SHOULD be coordinated among the persons
responsible for fault management and information security management.

It SHOULD contain clear instructions on who is to be involved in what way and when for each
type of identifiable or suspected security incident. [t SHOULD also specify the safeguards that
are to follow an escalation and how those involved are to respond.

Suitable tools (e.g. ticket systems) SHOULD be selected for the defined escalation strategy.
These SHOULD also be suitable for processing confidential information. It SHOULD be
ensured that the tools will also be available during security incidents and emergencies.

The escalation strategy SHOULD be reviewed regularly and updated as required. The checklists
(matching scenarios) for fault management SHOULD be complemented by security-relevant
topics and updated regularly. The defined escalation paths SHOULD be tested by means of
drills.

DER.2.1.A15 Training Service Desk Employees [IT Operation Department]
(S)

Service desk employees SHOULD have appropriate tools at their disposal to enable them to
identify security incidents. They SHOULD be sufficiently trained to use the tools themselves.
Service desk employees SHOULD be familiar with the protection needs of the IT systems in
question.

DER.2.1.A16 Documentation for Remedying Security Incidents (S)

The process of remedying security incidents SHOULD be documented in accordance with a
standardised procedure. All actions performed and the respective times SHOULD be
documented along with the log data of the components affected. In so doing, confidentiality
SHOULD be guaranteed while documenting the information and archiving the reports.

The necessary information SHOULD be entered into the respective documentation systems
before the disruption in question is considered over. The necessary quality assurance
requirements SHOULD be defined in advance with the CISO.

DER.2.1.A17 Evaluation of Security Incidents (S)

Security incidents SHOULD be evaluated in a standardised manner. This SHOULD examine
how quickly security incidents are detected and remedied. It should also investigate whether
the reporting channels worked, whether sufficient information was available for evaluation,
and whether the detection safeguards were effective. It SHOULD also check whether the
implemented safeguards and activities were effective and efficient.

The experience gained from previous security incidents SHOULD be used to develop
instructions for comparable security incidents. These instructions SHOULD be announced to
the relevant groups of persons and updated at regular intervals on the basis of new findings.



An organisation's Top Management SHOULD be informed of the security incidents at annual
intervals. If there is a need for immediate action, the Top Management MUST be informed
immediately.

DER.2.1.A18 Further Development of Processes Based on Findings from
Security Incidents and Industry Developments [Process Owner] (S)

After a security incident has been analysed, there SHOULD be an investigation of whether the
procedures for handling security incidents need to be changed or developed further. All those
involved in the incident SHOULD report on their respective experiences.

Whether there are new developments in the field of incident management and forensics and
whether these can be incorporated into the respective documents and procedures SHOULD be
examined.

If checklists and auxiliary resources are being used (e.g. by service desk members), a check
SHOULD be carried out on whether these should be complemented by relevant questions and
information.

3.3. Requirements in Case of Increased Protection Needs

Generic suggestions for module DER.2.1 Security Incident Handling are listed below for
requirements which go beyond the standard level of protection. These SHOULD be taken into
account IN THE EVENT OF INCREASED PROTECTION NEEDS. Final specification is
performed within a risk analysis.

DER.2.1.A19 Specifying Priorities for Handling Security Incidents [Top
Management] (H)

Priorities for handling security incidents SHOULD be established in advance and updated
regularly. This SHOULD also take into account the classification of security incidents.

The priorities SHOULD be approved and implemented by an organisation’s Top Management.
All those with decision authority who are involved in handling security incidents SHOULD be
familiar with them. The defined priority classes SHOULD also be stored in an incident
management system.

DER.2.1.A20 Creation of a Dedicated Reporting Office for Security
Incidents (H)

A dedicated office SHOULD be established for reporting security incidents. [t SHOULD be
guaranteed that the reporting office is available during normal office hours. However, it
SHOULD also be possible for employees to report security incidents outside of normal office
hours. The reporting office employees SHOULD be adequately trained and aware of issues
related to information security. All information on security incidents SHOULD be treated
confidentially within the reporting office.

DER.2.1.A21 Assembling a Team of Experts for Handling Security
Incidents (H)

A team of experienced and trusted experts SHOULD be established. Along with technical
expertise, the members of the team SHOULD also have competences in the field of



communication. The trustworthiness of the members of the team of experts SHOULD be
checked. The composition of the expert team SHOULD be checked regularly and changed as
necessary.

The members of the team of experts SHOULD be included in the escalation and reporting
channels. The team of experts SHOULD be trained to analyse security incidents in the systems
deployed in their organisation. The members of the team of experts SHOULD receive regular
training in both the systems used and detecting and responding to security incidents. The
team of experts SHOULD have access to any existing documentation and the financial and
technical resources required to handle security incidents quickly and discretely.

The expert team SHOULD be appropriately considered and integrated into the organisational
structures at hand. The responsibilities of the expert team SHOULD be coordinated in advance
with those of the security incident team.

DER.2.1.A22 Reviewing Management System Efficiency in Handling
Security Incidents (H)

Regular checks SHOULD ensure that the management system for handling security incidents
is still up to date and effective. To this end, both announced and unannounced drills SHOULD
be conducted. The drills SHOULD be coordinated in advance with the Top Management of the
organisation in question. The parameters that are measured when security incidents are
recorded, reported, and escalated (e.g. the time from the initial report to the binding
confirmation of a security incident) SHOULD be evaluated.

In addition, simulation exercises SHOULD be conducted on the handling of security incidents.

4. Additional Information

4.1. Useful Resources

The International Organization for Standardization (ISO) provides guidelines for handling
security incidents in ISO/IEC 27001:2013 “Information technology - Security techniques -
Information security management systems - Requirements” (annex A16, “Information
security incident management”).

The International Organization for Standardization (ISO) provides guidelines for handling
security incidents in the standard ISO/IEC 27035:2016, “Information technology - Security
techniques - Information security incident management”.

The National Institute of Standards and Technology (NIST) provides general guidelines for
handling security incidents in Special Publication 800-61 (Revision 2), “Computer Security
Incident Handling Guide”.

The National Institute of Standards and Technology (NIST) provides specific guidelines for
handling malware infections on laptops and desktops in Special Publication 800-83 (Revision
1), “Guide to Malware incident Prevention and Handling for Desktops and Laptops”.



The Information Security Forum (ISF) provides guidelines for handling security incidents in
“The Standard of Good Practice for Information Security” (chapter TS1.4, “Technical Security
Management; Identity and Access Management”).

5. Appendix: Cross-Reference Table
for Elementary Threats

This cross-reference table lists the Elementary Threats with which the requirements of this
module are associated. This table can be used to determine which Elementary Threats are
covered by which requirements. Implementing the security safeguards derived from the
requirements will help mitigate the corresponding Elementary Threats. The letters in the
second column (C = confidentiality, I = integrity, A = availability) indicate which key security
objectives are primarily addressed by each requirement. The following Elementary Threats are
relevant for module DER.2.1 Security Incident Handling.

G 0.15 Eavesdropping

G 0.18 Poor Planning or Lack of Adaptation
G 0.19 Disclosure of Sensitive Information
G 0.22 Manipulation of Information

G 0.23 Unauthorised Access to IT Systems
G 0.27 Lack of Resources

G 0.28 Software Vulnerabilities or Errors

G 0.29 Violation of Laws or Regulations

G 0.31 Incorrect Use or Administration of Devices and Systems
G 0.32 Misuse of Authorisation

G 0.45 Data Loss

G 0.46 Loss of Integrity of Sensitive Information
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DER.2.2 Provisions for IT Forensics

1. Description

1.1. Introduction

IT forensics involves the strictly methodical data analysis of storage media and data networks
that is needed to get to the bottom of security incidents in IT systems.

Forensic investigation of IT security incidents is always necessary to assess damage, avert
attacks and prevent them in the future, and identify attackers. Whether or not an IT security
incident requires forensic examination is determined whilst handling the incident. In the
context of this module, IT forensic examination consists of the following phases:

e Strategic preparation: During this phase, processes are planned and established to ensure
that an organisation is able to forensically analyse IT security incidents. It is also required if
the organisation does not have its own forensics experts.

e Initialisation: Once the responsible employees have decided to forensically examine an IT
security incident, the processes planned in advance are triggered. The examination
framework is also specified and the initial measures are implemented.

e Securing evidence: Here, the evidence to be secured is selected, and the data is secured
forensically. In this regard, a differentiation is made between live forensics and post-
mortem forensics. Live forensics ensures that the affected IT system's volatile data (in
terms of network connections or RAM, for example) is secured. During post-mortem
forensics, forensic copies of storage media are created.

e Analysis: The collected data is analysed forensically. In this regard, data is considered both
individually and in the overall context at hand.

e Presentation of results: The relevant examination results are processed and communicated
to meet the needs of specific target groups.

1.2. Objective

This module covers the safeguards required to conduct forensic IT examinations. The main
focus is on how to prepare and carry out evidence recovery.



If providers of forensics services secure evidence either partially or entirely on their own, the
requirements of this module also apply to them. Contractual arrangements and tests can be
used to ensure that a service provider will comply with such requirements.

1.3. Scoping and Modelling

Module DER.2.2 Provisions for IT Forensics must be applied once to the entire information
domain under consideration.

This module addresses safeguards that are essential for later forensic IT examinations.

The actual performance of forensic analysis is thus not part of this module. It does not
describe requirements that are designed to ensure that attacks will be detected. These are
included in module DER.1 Detecting Security-Relevant Events and are a prerequisite of this
module. In addition, this module does not address criteria and processes used by the persons
in charge to decide whether an IT security incident must be forensically examined. This
decision will be made during the handling of each security incident (see DER.2.1 Security
Incident Handling).

The module also not cover forensic IT investigations of criminal offences.

Finally, this module does not address how IT infrastructures can be cleaned after being
attacked (see DER.2.3 Clean-Up of Extensive Security Incidents). The activities described in
DER.2.3 can, however, be supported significantly by the results of forensic IT examinations.

2. Threat Landscape

For module DER.2.2 Provisions for IT Forensics, the following specific threats and
vulnerabilities are of particular importance:

2.1. Violation of legal framework conditions

For IT forensic investigations, all the data deemed necessary is often copied, secured, and
evaluated. This typically also includes personal data of employees or external partners. If such
data is accessed without justification and without the involvement of the Data Protection
Officer, for example, the organisation in question may have violated related legal regulations
(e.g. with regard to appropriation). It is also possible that the collected data can be used to
deduce how employees behave or establish associations to them. This carries the risk that
internal regulations may be violated, as well.

2.2. Failure to Secure Evidence due to Incorrect or Incomplete
Methods

If evidence is not secured correctly or quickly enough, this may result in the loss of important
data that cannot be recovered later. In the worst case, this will result in a forensic examination
that produces no findings. At minimum, however, the value of the evidence will be limited.



The risk of losing important evidence increases significantly if employees use forensic tools
incorrectly, secure data too slowly, or practise too little. In addition, evidence often gets lost if
the persons in charge do not identify volatile data as relevant and thus fail to secure it.

3. Requirements

The specific requirements of module DER.2.2 Provisions for IT Forensics are listed below. As a
matter of principle, the Chief Information Security officer (CISO) is responsible for fulfilling
the requirements. Furthermore, the CISO is responsible for ensuring that all requirements are
met and verified according to the security concept agreed upon. There can be additional roles
with further responsibilities for the implementation of requirements. They are listed explicitly
in square brackets in the header of the respective requirements.

Responsibilities Roles

Overall responsibility |Chief Information Security Officer (CISO)

Further Process Owner, Data Protection Officer, Top Management
responsibilities

3.1. Basic Requirements

For module DER.2.2 Provisions for IT Forensics, the following requirements MUST be met as a
matter of priority:

DER.2.2.A1 Examination of Legal and Regulatory Framework Conditions for
Acquisition and Evaluation [Data Protection Officer, Top Management] (B)

If data is acquired and evaluated for forensic examinations, all the legal and regulatory
framework conditions MUST be identified and met (see ORP.5 Compliance Management).
Internal regulations and agreements with employees MUST NOT be violated. To that end, the
supervisory/personnel board and the Data Protection Officer MUST be involved.

DER.2.2.A2 Drawing Up a Guide for Initial Measures in Case of an IT Security
Incident (B)

A guide MUST be drawn up for the IT systems used that describes the initial measures that
must be carried out in the event of an IT security incident in order to destroy as little evidence
as possible. This guide MUST also describe the actions that could destroy potential evidence
and how they can be avoided.

DER.2.2.A3 Pre-Selection of Forensic Service Providers (B)

If an organisation does not have its own forensics team, suitable providers of forensic services
MUST be identified during the preparatory phase. The eligible providers of forensic services
MUST be documented.



3.2. Standard Requirements

For module DER.2.2 Provisions for IT Forensics, the following requirements correspond to the
state-of-the-art technology together with the Basic Requirements. They SHOULD be met as a
matter of principle.

DER.2.2.A4 Identifying Common Areas Between IT Forensics and
Crisis/Business Continuity Management (S)

The areas in which forensic IT examinations and crisis / business continuity management
overlap SHOULD be defined and documented. The employees responsible for specific tasks
and the channels to be used to communicate with them SHOULD be specified. Furthermore, it
SHOULD be ensured that the responsible contact persons are always available.

DER.2.2.A5 Drawing Up a Guide to Securing Evidence in Case of IT Security
Incidents (S)

A guide describing how evidence is to be secured SHOULD be drawn up. This guide SHOULD
specify procedures, technical tools, legal framework conditions, and documentation
requirements.

DER.2.2.A6 Training Personnel on Forensic Securing of Evidence (S)

All the employees responsible SHOULD know how to secure evidence and use forensic tools
correctly. In this regard, suitable training SHOULD be carried out.

DER.2.2.A7 Selecting Tools for Forensics (S)

It SHOULD be ensured that tools for securing and analysing evidence forensically are suitable
for these purposes. Before using a tool for forensics, it SHOULD be checked that it works
properly. It SHOULD also be verified and documented that it has not been manipulated.

DER.2.2.A8 Selection and Order of Evidence to Be Secured [Process Owner] (S)

A forensic examination SHOULD always start by defining the goals or assignment in question.
The goals SHOULD be formulated as precisely as possible. All the required data sources
SHOULD then be identified. The order in which data is to be secured and a detailed process for
doing so SHOULD also be specified. The order SHOULD be based on the volatility of the data
to be secured. Highly volatile data SHOULD be secured promptly. Non-volatile data such as
read-only memory SHOULD only be secured afterwards, followed by backups.

DER.2.2.A9 Pre-Selection of Forensically Relevant Data [Process Owner] (S)

The method and time period for storing secondary data (e.g. log data or traffic transcripts)
within the scope of the legal framework conditions for forensic measures to secure evidence
SHOULD be specified.

DER.2.2.A10 Forensic Securing of IT Evidence [Process Owner] (S)

Storage media SHOULD be forensically duplicated as completely as possible. If this is not
possible (e.g. in the case of volatile data in RAM or SAN partitions), a method that changes as
little data as possible SHOULD be selected.



The original storage media SHOULD sealed and retained. Cryptographic checksums that are
documented in writing SHOULD be created from the storage media. These SHOULD be kept
separately and in multiple copies. In addition, it SHOULD be ensured that the checksums
documented in this way cannot be changed. A witness SHOULD confirm the corresponding
procedure and certify the checksums so that the data is admissible in court.

Only trained personnel (see DER.2.2.A6 Training Personnel on Forensic Securing of Evidence) or
a provider of forensic services (see DER.2.2.A3 Pre-Selection of Forensic Service Providers)
SHOULD be assigned to secure evidence.

DER.2.2.A11 Documentation of Securing Evidence [Process Owner] (S)

When evidence is secured forensically, all the steps carried out SHOULD be documented. The
documentation SHOULD provide seamless proof of how secured original evidence has been
handled. In addition, the employed methods and the reasons why the persons in charge used
them SHOULD be documented.

DER.2.2.A12 Secure Storage of Original Storage Media and Evidence
[Process Owner] (S)

All secured original storage media SHOULD be stored physically in such a way that only
investigating employees known by name can access them. If original storage media and
evidence are stored, the period for which they are to be retained SHOULD be specified. After
this period expires, it SHOULD be checked whether the storage media and evidence must be
stored further. After the end of the storage period, evidence SHOULD be securely deleted or
destroyed, and original storage media SHOULD be returned.

3.3. Requirements in Case of Increased Protection Needs

Generic suggestions for module DER.2.2 Provisions for IT Forensics are listed below for
requirements which go beyond the standard level of protection. These SHOULD be taken into
account IN THE EVENT OF INCREASED PROTECTION NEEDS. Final specification is
performed within a risk analysis.

DER.2.2.A13 Framework Agreements with External Service Providers (H)

An organisation SHOULD conclude call-off agreements or framework contracts with forensic
service providers in order to have possible IT security incidents forensically investigated more
quickly.

DER.2.2.A14 Specifying Standard Procedures for Securing Evidence (H)

Standard procedures that make it possible to forensically secure volatile and non-volatile data
as completely as possible SHOULD be created for applications, IT systems, and IT system
groups with increased protection needs, as well as for distributed system configurations.

The relevant system-specific standard procedures SHOULD be implemented by proven (and
preferably automated) processes. Furthermore, they SHOULD be supported by checklists and
auxiliary technical resources—for example, by software, software tools on mobile storage
media, and forensic IT hardware such as write-blockers.



DER.2.2.A15 Conducting Drills on Securing Evidence (H)

All the employees involved in forensic analyses SHOULD take part in regular drills that
provide training on how to secure evidence should an IT security incident occur.

4. Additional Information

4.1. Useful Resources

The BSI provides further information on this subject in “Leitfaden IT-Forensik” [BSI Guide for
IT Forensics], which also serves as a reference work for individual problems that can arise in
practice.

The International Organization for Standardization (ISO) provides guidelines for conducting
forensic analyses in the standards ISO/IEC 27042:2015 and 27043:2015 01:2013.

“The Standard of Good Practice for Information Security” published by the Information
Security Forum (ISF) provides guidelines for conducting forensic analyses (section TM 2.4,
"Forensic Investigations").

Request for Comments (RFC) 3227, “Guidelines for Evidence Collection and Archiving”,
provides information on basic procedure in securing forensic evidence.

5. Appendix: Cross-Reference Table
for Elementary Threats

This cross-reference table lists the Elementary Threats with which the requirements of this
module are associated. This table can be used to determine which Elementary Threats are
covered by which requirements. Implementing the security safeguards derived from the
requirements will help mitigate the corresponding Elementary Threats. The letters in the
second column (C = confidentiality, I = integrity, A = availability) indicate which key security
objectives are primarily addressed by each requirement. The following Elementary Threats are
relevant for module DER.2.2 Provisions for IT Forensics.

G 0.17 Loss of Devices, Storage Media and Documents

G 0.20 Information or Products from an Unreliable Source

G 0.22 Manipulation of Information

G 0.25 Failure of Devices or Systems

G 0.27 Lack of Resources

G 0.29 Violation of Laws or Regulations

G 0.31 Incorrect Use or Administration of Devices and Systems

G 0.37 Repudiation of Actions



G 0.45 Data Loss

G 0.46 Loss of Integrity of Sensitive Information
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DER.2.3 Clean-Up of Extensive
Security Incidents

1. Description

1.1. Introduction

Advanced Persistent Threats (APT) are cyber attacks that target specific organisations and
facilities. In such cases, an attacker gains permanent access to a network and expands this
access to further IT systems. The attacks are characterised by a very high use of resources and
extensive technical skills on the part of the attackers. Attacks of this type are usually difficult
to detect.

After an APT attack has been detected, the persons in charge at the affected organisation face
great challenges in carrying out a clean-up effort that goes beyond the usual procedure for
dealing with IT security incidents. It can be assumed that the discovered attackers have been
able to access the affected IT infrastructure for quite some time. They have probably also been
using complex attack tools to bypass standard security mechanisms and establish various
backdoors. Furthermore, there is the risk that the attackers are observing the infected
environment in detail and will react to cleaning attempts by erasing their traces and
sabotaging the investigation.

This module assumes that the organisation in question faces a serious threat because it has
fallen victim to a targeted attack by highly motivated perpetrators with above-average
resources. In real-world situations, a (certified) forensics expert is usually consulted in the
event of an incident like this if the organisation does not have its own forensic experts. While
forensic service providers are already called in during the forensic analysis phase, they are also
involved (at least in an advisory capacity) during clean-up.

1.2. Objective

This module describes what an organisation should do in order to clean its IT systems and
restore the normal and secure operating condition of its information domain after an APT
attack.



1.3. Scoping and Modelling

Module DER.2.3 Clean-Up of Extensive Security Incidents must always be applied when the
regular and secure operating condition of an information domain is to be restored following
an APT incident. The module must be applied to the information domain under consideration.

An information domain can only be cleaned after an APT incident has been detected
successfully and analysed forensically. Detection and forensics are therefore not dealt with in
this module. These topics are covered in the modules DER.1 Detecting Security-Relevant Events
and DER.2.2 Provisions for IT Forensics.

This module deals exclusively with the process of cleaning up after APT incidents. Other
incidents are covered in module DER.2.1 Security Incident Handling. This module does not
describe how indicators of compromise (IoCs, which are evidence of penetration) are to be
derived and how they may be used to identify recurring attackers. It also does not address how
to find backdoors that may have been overlooked during analysis and cleaning.

This module only considers cyber attacks; attacks in which attackers gain physical access to an
information domain are not considered. For example, forms of attack in which data centres
are broken into, administrators are bribed, newly acquired hardware is intercepted and
manipulated, or electromagnetic radiation is intercepted are not considered in this module.

The requirements of this module also apply to forensic service providers that clean up affected
IT systems either entirely or in part. Contractual agreements and checks can be used to ensure
that the service providers adhere to these requirements (see OPS.2.1 Outsourcing for
Customers).

2. Threat Landscape

For module DER.2.3 Clean-Up of Extensive Security Incidents, the following specific threats and
vulnerabilities are of particular importance.

2.1. Incomplete Cleaning

APT attackers normally aim to infiltrate an information domain permanently. They have
access to the necessary resources and are capable of performing long-term attack campaigns.
To this end, they use tools and methods that are tailored to their specific target. Even if an APT
incident is detected, it cannot be assumed that all the access routes of the attackers have been
found, all infections and malware communication channels have been eliminated, and all
backdoors have been removed. If an incomplete cleaning process is conducted, it is very likely
that an attacker will regain access to the IT systems and start to broaden their access at a later
point in time (e.g. after a longer period of inactivity). This can be done not only by placing
backdoors in operating systems and application software, but by manipulating hardware-
oriented components like firmware, as well. Such modifications are very hard to identify and
very few people have the expertise required to extract and analyse them. If the persons in
charge try to clean IT components by overwriting or updating the firmware, for example, the
attacker may have also modified the update routines. This provides an opportunity to re-enter
the system.



2.2. Destruction of Trace Evidence

After an APT incident, IT systems are often installed from scratch or decommissioned entirely.
However, if no forensic copy has been made of the IT systems beforehand, trace evidence may
be destroyed that would be required to clear up the incident further or even assemble a
corresponding court case.

2.3. Premature Alerting of the Attacker

Normally, an attack is observed and analysed forensically over a longer period of time before
an APT incident is cleaned. Here, the purpose of cleaning is to identify all the access paths,
tools and methods in use. If the attacker notices that they have been discovered during this
phase, they might take countermeasures. They may, for example, try to cover their tracks or
sabotage additional IT systems. They may also abort the attack for the time being or set up
more backdoors to continue the attack later.

Since it must be assumed that the entire IT infrastructure of the organisation in question has
been compromised by an APT attack, the risk is high that the attacker will detect cleaning
activities. This is particularly applicable if the compromised IT infrastructure is used to plan
and coordinate the cleaning process. If essential steps for cleaning are not performed in the
correct order or critical safeguards are not performed simultaneously in a coordinated
manner, this will increase the risk of the attacker being alerted. If the persons in charge isolate
the network in a step-by-step manner instead of all at once, for example, the attacker may be
warned before their access is terminated effectively.

2.4. Data Loss and Failure of IT Systems

During the clean-up of an APT incident, various IT systems are reinstalled and networks are
also temporarily isolated. As a consequence, IT systems will inevitably fail and services may
only be available to a limited extent (or not at all). If the clean-up takes a long time, it can
reduce the respective organisation's productivity. This in turn may cause significant economic
losses that could even threaten the organisation's existence. This is particularly the case if
documentation for the recovery process is insufficient or unavailable.

2.5. Lack of Network Restructuring after an APT Attack

In the event of an APT attack, the attacker obtains detailed knowledge of how the target
environment is structured and configured. They will be familiar, for example, with the existing
network segments, the naming schemes for IT systems and user and service accounts, and the
software and services used. This knowledge may enable the same attacker to regain access to
the target environment after the cleaning process is complete. They can move within the
network in a targeted, efficient, and unobtrusive manner and quickly achieve a high degree of
infection once more.



3. Requirements

The specific requirements of module DER.2.3 Clean-Up of Extensive Security Incidents are listed
below. As a matter of principle, the IT Operation Department is responsible for fulfilling the
requirements. The Chief Information Security Officer (CISO) must always be involved in
strategic decisions. Furthermore, the CISO is responsible for ensuring that all requirements are
met and verified according to the security concept agreed upon. There can be additional roles
with further responsibilities for the implementation of requirements. They are listed explicitly
in square brackets in the header of the respective requirements.

Responsibilities Roles

Overall responsibility [IT Operation Department
Further

responsibilities

3.1. Basic Requirements

For module DER.2.3 Clean-Up of Extensive Security Incidents, the following requirements
MUST be implemented as a matter of priority:

DER.2.3.A1 Creation of a Management Committee (B)

In order to clean up an APT incident, a management committee MUST be created to plan,
coordinate, and monitor all the necessary activities. The committee MUST be provided with all
the managerial authority necessary for its tasks.

If a management committee of this kind was already in place when the APT incident was
detected and classified, the same committee SHOULD also plan and oversee the cleaning
process. If a specialised forensic service provider has already been brought in to analyse the
APT incident, it SHOULD also be involved in the clean-up effort.

The idea of setting up a crisis team SHOULD be examined if the IT systems in question are too
compromised to continue operating or the clean-up measures are very extensive. In this case,
the management committee MUST monitor the clean-up measures. The management
committee MUST then report to the crisis team.

DER.2.3.A2 Deciding on a Cleaning Strategy (B)

Before an APT incident is actually cleaned up, the management committee MUST define a
cleaning strategy. Here, it MUST be decided in particular whether the malware can be removed
from the compromised IT systems and whether certain IT systems have to be reinstalled or
replaced completely (including their hardware). Furthermore, the IT systems to be cleaned
MUST be defined. These decisions MUST be based on the results of a previous forensic
examination.

All the IT systems affected SHOULD be reinstalled. Afterwards, the organisation's recovery
schemes MUST be followed. Before backups are restored, however, forensic examinations
MUST be performed to ensure that no manipulated data or programs will be transferred to a
reinstalled IT system.



If the organisation decides that it does not want to reinstall all of its IT systems, a targeted APT
clean-up process MUST be implemented. To minimise the risk of overlooked backdoors, IT
systems MUST be specifically monitored after the clean-up to see if they are still
communicating with the attacker.

DER.2.3.A3 Isolation of Affected Network Segments (B)

The network segments affected by an APT incident MUST be isolated completely. In
particular, these network segments MUST be cut off from the Internet. In order to effectively
lock out the attacker and prevent them from covering their tracks or sabotaging other IT
systems, the network segments MUST be isolated simultaneously.

The network segments to be isolated MUST be determined in advance through forensic
analysis. This MUST identify all the segments affected. If this cannot be guaranteed, all
suspicious network segments MUST be isolated along with all those that are only theoretically
infected.

To effectively isolate network segments, all local Internet connections (e.g. additional DSL
connections in individual sub-networks) MUST be documented as comprehensively as
possible and taken into account.

DER.2.3.A4 Blocking and Changing Access Data and Cryptographic Keys (B)

All access data MUST be changed after an affected network is isolated. Furthermore, access
data managed in a centralised manner MUST also be reset, including in Active Directory
environments or when the Lightweight Directory Access Protocol (LDAP) has been used.

If the central authentication server (domain controller or LDAP server) has been
compromised, all the users on it MUST be blocked and have their passwords changed. This
MUST be implemented by experienced administrators and with the help of internal or
external forensics experts, if necessary.

If TLS keys or an internal certification authority (CA) has been compromised by the APT
attack, corresponding keys, certificates, and infrastructures MUST be regenerated and
redistributed. The compromised keys and certificates MUST also be reliably blocked and
withdrawn.

DER.2.3.A5 Closing the Initial Entry Route (B)

If a forensic examination determines that the attackers used a technical vulnerability to
penetrate the network of the organisation in question, this vulnerability MUST be closed. If
the attackers were able to compromise the IT systems as a consequence of human error,
organisational, personnel-related, and technical measures MUST be taken to prevent similar
incidents in the future.

DER.2.3.A6 Returning to Production Operations (B)

After the affected network has been cleaned successfully, the IT systems MUST be returned to
production operations in a controlled manner. In so doing, all the previously used IT systems
and installed programs that were used to observe and analyse the attack MUST either be
removed or incorporated into the productive environment. The same MUST be done with
communication and collaboration systems procured for the purpose of cleaning. Evidence and



decommissioned IT systems MUST either be deleted or destroyed securely, or archived
appropriately.

3.2. Standard Requirements

For module DER.2.3 Clean-Up of Extensive Security Incidents, the following requirements
correspond to the state-of-the-art technology together with the Basic Requirements. They
SHOULD be met as a matter of principle.

DER.2.3.A7 Targeted System Hardening (S)

After an APT attack, all the IT systems affected SHOULD be hardened. This SHOULD be based
on the results of forensic examinations. In addition, there SHOULD be a further check on
whether the affected environment is still secure.

If possible, IT systems SHOULD already be hardened as they are being cleaned. Safeguards that
cannot be performed on short notice SHOULD be added to an action plan and implemented in
the medium term. The CISO SHOULD draw up the plan and check that it has been
implemented properly.

DER.2.3.A8 Establishing Secure, Independent Communication Channels (S)

Secure communication channels SHOULD be established for the management committee in
question and the employees charged with cleaning. If third-party communication services are
used, care SHOULD be taken to ensure that a secure commu